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Editorial

Models and prediction, how and what?
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Prediction and estimation are the two primary goals in 
statistical modeling. Prediction models are essential for medical 
researches, especially with the rapid accumulation of medical 
data. Zhou et al. recently made a comprehensive summary 
of the prediction model and its evaluation methods (1).  
The work provides in depth tools in prediction models 
for medical researchers and bridges the statistical method 
researchers and medical applications. The application 
driven introduction of prediction model provides prediction 
model analysis workflow without involving detailed formula 
for the medical investigators. The included examples with 
R code and interpretation are illuminating for statistical 
practice. 

The article covers the concepts of clinical prediction 
models ,  variable screening,  Nomogram plott ing, 
C-index, net reclassification index (NRI) and integrated 
discrimination index (IDI) calculations, outliers and missing 
value processing etc. in 16 sections. The rich content is 
worthy of recognition. Due to the wide coverage, it would 
be beneficial to add a directory or index section to make it 
easier for readers to locate the specific content.

For the evaluation metrics of the prediction model, the 
detailed summary of the authors provides a technical basis 
for the subsequent research work. For example, based on the 
case study, the article gives an implementation of R code for 
nomogram in logistic regression and Cox regression models. 
The concept of Nomogram was proposed by Ocagne (2) 
and was first used in engineering. It can display complex 
engineering mechanics and other calculation formulas 
graphically and intuitively. The first medical nomogram 

was from the work of Lawrence Henderson, who used a 
nomogram to correlate many different aspects of blood 
physiology. Since then, Nomograms continue to be widely 
used in medical field, even in recent medical research. In 
the study of the preoperative prediction of lymph node 
metastasis in bladder cancer, Wu et al. (3) established 
a logistic regression model using radiological features 
extracted from the CT images of each patient’s arterial phase. 
And the used radiomics nomogram showed good calibration 
and discrimination in the validation set. In addition, there 
are some research works based on Nomogram. Mohamed  
et al. (4) compared the predictive characteristics of the 
practice of plotting transcutaneous bilirubin (TcB) values on 
the total serum bilirubin (TSB) hour-specific risk nomogram 
versus on transcutaneous nomogram. They found that 
plotting TcB on specific transcutaneous nomograms resulted 
in better predictive characteristics and was associated with 
lower false negative results and higher positive predictive 
value. Due to the popularity of Nomogram in the medical 
field, the authors’ summary of its implementation and 
interpretation is necessary.

In addition to summarizing the classical predictive 
metrics (e.g., C-index), the article also discusses new 
methods proposed in recent years for prediction model 
comparisons, such as decision curve analysis (DCA). In 
practice, for the selection of two prediction models, we 
usually think that the model with a large AUC value on 
the validation set is better. Vickers and Elkin (5) pointed 
out that AUC cannot tell us which prediction model is 
preferable because metrics that concern accuracy do not 
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incorporate information on consequences. They proposed a 
novel indicator for evaluating the prediction model, namely 
the DCA. In recent years, based on DCA, many researchers 
have conducted related extension studies. For example, 
Tsalatsanis et al. (6) considered that rational decision-making 
should reflect both formal principles of rationality and 
intuition about good decisions and used cognitive emotion 
of regret to reformulate DCA. Therefore, the authors’ 
work about the detailed guidance on the implementation of 
DCA in R will help more medical researchers to use newer 
research results to improve the predictive model criteria, 
so that cutting-edge theory can be better used in clinical 
practice.

On the other hand, there are statistical issues worth 
noting. The authors mentioned that a normality test of the 
independent variables is required before performing logistic 
regression or Cox model. We know that the distribution 
of the covariates of the statistical model is assumed to 
be unknown, so this test is not actually unnecessary and 
may increase the difficulty of interpretation. The main 
model evaluation methods of the article are based on the 
classical logistic and Cox models, which are based on a 
linear assumption of the covariate effects. However, in 
practices, linear assumptions are often violated. Although 
the linear model has the advantage of interpretation, it 
is necessary to consider the non-parametric model when 
the linear condition is violated. For the non-parametric 
model, the R package mgcv based on spline estimation 
provide tools for fitting prediction model with satisfactory 
prediction accuracy. In addition, some machine learning 
methods such as neural network or XGBoost can also 
be used for nonlinear model or multi-category outcome 
prediction, which can be easily implemented in R software 
by neuralnet package or xgboost package. Because some 
of the methods for evaluation models’ prediction ability 
are not dependent on the linear model assumption, such as 
C-index and monogram etc., the content of the article can 
be further extended to more general prediction models such 
as non-parametric models, with some changes in the code 
implement.

In summary, we congratulate the authors for great work 

on prediction models building guidance. Some extension in 
using more flexible covariate function forms and modelling 
tools in machine learning will be great additions. 
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