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Abstract
The purpose of this experimental study is to validate linear and angular measurements acquired in a virtual reality (VR)
environment via a comparison with the physical measurements. The hypotheses tested are as follows: VR linear and angular
measurements (1) are equivalent to the corresponding physical measurements and (2) achieve a high degree of reproducibility.
Both virtual and physical measurements were performed by two raters in four different sessions. A total of 40 linear and 15
angular measurements were acquired from three physical objects (an L-block, a hand model, and a dry skull) via the use of
fiducial markers on selected locations. After both intra- and inter-rater reliability were evaluated using inter-class coefficient
(ICC), equivalence between virtual and physical measurements was analyzed via paired t test and Bland-Altman plots. The
accuracy of the virtual measurements was further estimated using two one-sided tests (TOST) procedure. The reproducibility of
virtual measurements was evaluated via ICC as well as the repeatability coefficient. Virtual reality measurements were equivalent
to physical measurements as evidenced by a paired t test with p values of 0.413 for linear and 0.533 for angular measurements and
Bland-Altman plots in all three objects. The accuracy of virtual measurements was estimated to be 0.5 mm for linear and 0.7° for
angular measurements, respectively. Reproducibility in VR measurements was high as evidenced by ICC of 1.00 for linear and
0.99 for angular measurements, respectively. Both linear and angular measurements in the VR environment are equivalent to the
physical measurements with high accuracy and reproducibility.
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Introduction

Recent breakthroughs in head-mounted display (HMD), posi-
tional tracking system, and software platform including game
engines, etc., have been shifting the paradigm of virtual reality
(VR) technology [1]. The new era, characterized with much
simplified hardware with higher capacity and considerable
reduced cost and with a software platform where integrating
the multi-media system and developing user-specific applica-
tions are easy, provides a much wider accessibility to the vir-
tual reality technology [2]. Its impact has been spreading be-
yond the game and movie industry by bringing a new wave of
applications in medicine, particularly, in radiology [3–5].

The latest virtual reality (VR) environments, equipped with
a head-mounted display and a set of controllers, can provide a
fully immersive interactive view of three-dimensional com-
puted tomography (CT) and computed tomography angiogra-
phy (CTA) scans which allow clinicians to explore 3D patient-
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specific anatomy with higher degree of versatility and flexi-
bility [6, 7]. The advanced visualization in the immersive view
creates a high-fidelity virtual experience in which the user can
interact with multi-dimensional objects and perceive relation-
ships at their true scale in the same space. The VR nature helps
users to identify critical features by applying scientific judg-
ment, and instant manual measurement can be carried out on
the identified area of interest [8, 9]. The physical extent, align-
ment, separation, and other dimensional properties become
much more perceptible as the user maneuvers through the
virtual space in the immersive environment [6, 10].

One such development is the ImmersiveTouch platform
and application software (ImmersiveTouch® Inc., Chicago,
IL) towards various clinical applications in medical and dental
sectors. Among them, ImmersiveView™ (ImmersiveTouch®
Inc., Chicago, IL), as shown in Fig. 1a, is a platform based on
the virtual reality environment developed as a logical next step
in the visualization, interpretation, and measurement of 3D
medical images including CT, CTA, and CBCT. Within this
VR environment, 3D representation of clinical imaging data
can be quickly loaded and easily manipulated in real time,
facilitating easier visualization of each patient’s unique anat-
omy. The user can view the anatomical image from any given
position, change the orientation and scale easily, and manipu-
late the elements of the virtual with various interaction tech-
niques. The potential benefit of this is myriad in terms of
diagnosis, surgical and treatment planning, and outcome eval-
uation. From a clinical application standpoint, however, it is
essential and critical to validate the ability of such specific
designed VR system to accurately represent and measure the
patient-specific imaging data.

Accurate and precise anatomical measurements are neces-
sary in multiple fields of medicine whether for diagnosis,
evaluation of growth, or subsequent intervention [11]. The

platform, ImmersiveView™, has a built-in linear and angular
measurement tool for quantified analysis, which is essential
for diagnosis and further treatment planning. However, the
accuracy and reproducibility of such virtual measurements
have not been validated so far to the authors’ knowledge.
The purpose of this experimental study is to validate linear
and angular measurements made in the VR environment using
the ImmersiveView™ software in comparison with the phys-
ical measurements in a laboratory setting. This validation,
focusing on the basic concepts and considering reasonable
clinical relevant factors, intends to provide a benchmark ref-
erence for further clinical validation in terms of equivalence,
accuracy, and reproducibility. The hypotheses to be tested are
that (1) the virtual linear and angular measurements are equiv-
alent to the physical measurements in terms of accuracy and
(2) the reproducibility of virtual measurement is statistically
high.

Methodology

In order to compare the virtual measurements with the phys-
ical measurements and evaluate the accuracy of the virtual
measurements, the experiment is designed into two separate
parts. In the first step, the accuracy of the physical measure-
ments was established via a systematic calibration of the phys-
ical measurement instrument utilized in this study to deter-
mine experimental precision, resolution, and workspace. In
the next step, both virtual and physical measurements on the
same parameters were acquired and compared statistically in
terms of reproducibility, equivalence, and accuracy. In addi-
tion, both inter- and intra-rater reliability were evaluated. The
details of these steps are discussed in the following sections.

Fig. 1 a ImmersiveView™
instrument is used to acquire VR
measurements for linear and
angular measurements from three
different objects. b MicroScribe
CMM is used to acquire physical
measurements of the samemodels
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Calibration of the MicroScribe CMM

TheMicroScribe 3DxDigitizer (Immersion Corp., CA, USA),
a coordinate measuring machine (CMM), as shown in Fig. 1b,
was utilized to carry out direct physical measurements. This
instrument was calibrated and evaluated in two aspects: the
resolution and the consistency in the measurement space.

Firstly, the digitizer was calibrated using a set of grade 1,
workshop standard gauge blocks, which has a tolerance of +
0.10 to − 0.05 μm (ASME B89.1.9M). Five-gauge blocks of
10 mm, 30 mm, 50 mm, 80 mm, and 100 mm in length were
selected and measured using the MicroScribe 3Dx Digitizer
from vertex to vertex along the longitudinal direction. Their
spatial coordinates were recorded and used to calculate dis-
tances, which were then compared with the nominal lengths.
Measurements were repeated five times, and the mean differ-
ences and their standard errors were 0.04 ± 0.03 mm, 0.05 ±
0.04 mm, − 0.03 ± 0.03 mm, − 0.03 ± 0.04 mm, and − 0.05 ±
0.04 mm, respectively. The resolution of the digitizer was
defined as the maximum absolute value of these mean differ-
ences and standard errors. Therefore, 0.09mmwas used as the
resolution of the linear measurements from the MicroScribe
CMM.

Secondly, the consistency of the linear measurements in the
designated workspace, corresponding to the size of the human
skull, was evaluated. A calibration cylinder was introduced,
which was originally designated for the ICAT FLX v17 Cone
Beam CT scanner (Imaging Sciences International, Hartfield,
PA) to provide imaging calibration with a spatial resolution of
0.125 mm [12]. This cylinder measuring 116 mm in diameter
and 180 mm in height was embedded with a set of radiopaque
metal beads of 0.6 mm in diameter on its cylindrical surface.
Eight columns of beads were evenly distr ibuted
circumferentially with four beads in each column longitudi-
nally 40mm apart with a tolerance of ± 0.25mm. Four pairs of
beads at representative locations, upper, lower, left, and right,
were selected to represent the entire workspace. The spatial
coordinates of each selected bead were measured, and the
corresponding distances were calculated. After repeating it
five times, the mean and standard error were computed and
then compared with the range of 40 mm± 0.25 mm. It yielded
that all mean and standard errors from four locations were
within this range. This suggested that measurements at differ-
ent locations in the workspace were consistent and within the
tolerance as defined by this calibration cylinder.

Materials and Measurements

Three objects concurrent to the typical scenario in clinical
applications were chosen and prepared for this investigation:
an L-shaped block, a dry human handmodel, and a dry human
skull model. The L-shaped block consisted of six small rect-
angular blocks on the top surface. Fiducial markers of 2-mm

diameter were placed on top of each block, resulting in a total
of 6 points used in the measurements. Ten linear distances
between these fiducial markers were predefined to measure.
Similarly, fiducial markers were placed at 6 different locations
on the human handmodel, and 10 distances and 7 angles were
predefined. For the dry skull, the third object, a set of anatom-
ical landmarks were selected that were easily identified exter-
nally while allowing for a wide range of angles and linear
distances. Fiducial markers were placed at 10 of these land-
marks, and 20 linear distances and 8 angles were predefined.
All the objects involved and their corresponding landmarks
are shown in Fig. 2. This is comprised of a set of measure-
ments with a total of 40 linear distances and 15 angular
measurements.

The CT images were acquired using the GE Revolution
Evo (GE Healthcare, Milwaukee, WI, USA) following an
established clinical protocol as follows: 120 kVp, 250 mA,
and a rotation time of 0.5 s with an in-plane pixel size of
0.325 × 0.325 mm and slice thickness of 0.625 mm, and
exported as DICOM (Digital Imaging and Communication
in Medicine) files. The DICOM files were processed by the
ImmersiveView™ (ImmersiveTouch Inc., Chicago, IL, USA)
software, which converted the scan data into surface-rendered
3D models. The models were visualized and interacted within
the ImmersiveView™ VR environment with the use of an
Oculus Rift HMD (Oculus VR, Menlo Park, CA, USA) and
a pair of controllers. The virtual measurements were acquired
on the 3D models using ImmersiveView™ built-in measure-
ment tools.

Measurement Protocol

The raters were instructed to measure from the same location
on each fiducial marker, using either the CMM stylus or the
ImmersiveView™ measurement tools. Practice and instruc-
tion sessions were carried out on these three objects prior to
the measurement sessions.

Both raters first performed measurements with the
calibrated MicroScribe CMM for direct physical mea-
surements followed by measurements using the
ImmersiveView™ measurement tool in the VR environ-
ment. With a short break between sessions, both physi-
cal and VR measurements were then repeated four more
times. The data from the first session was considered a
learning step and was discarded, while data collected
from the other four sessions were used for further
analysis.

In each physical measurement session, the coordinates of
each fiducial marker were acquired and recorded following a
standardized, predetermined sequence. The linear distances
and angles between fiducial markers were calculated
afterwards.
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Since the virtual models could be rotated and magni-
fied, raters were encouraged to manipulate the 3D mod-
el and adjust the measurement marker placements dur-
ing the recordings. Once the rater was satisfied, the

readings of a distance or an angle were then recorded.
An example of high magnification utilized in the virtual
environment along with linear and angular measure-
ments is shown in Fig. 3.

Fig. 3 a Linear measurement in
VR. b Angular measurement in
VR. c High-magnification state in
the VR environment

Fig. 2 Representation of the 3D model with fiducial marker (red dot) landmarks attached to the a L-block, b hand, and c skull and the corresponding
actual physical model with a fiducial marker (silver dot) attached to the d L-block, e hand, and f skull
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Statistical Analysis

Intra- and Inter-rater Reliability

Two raters performed all direct physical measurements and
VR measurements. This was repeated four times (or four tri-
als). The intra-rater reliability in both direct physical and VR
measurements was evaluated using the inter-class coefficient
(ICC) for both raters, individually. The inter-rater reliability
between the two raters in both physical and VRmeasurements
was evaluated using ICC based upon the mean of all the trials.
All ICC analyses were performed with the two-way random
effects model, a single rater, and absolute agreement.

Analysis of Reproducibility

Reproducibility of VR measurements is the degree of agree-
ment among all four trials for all measurements of the two
raters. This was analyzed using ICCwith the two-way random
effects model, a single rater, and absolute agreement.
Furthermore, reproducibility was estimated using the repeat-
ability coefficient, following a procedure utilized by Bland
and Altman [13]. This procedure involves calculating the
within-subject standard deviation (Sw) from the square root
of the residual mean square in one-way ANOVA, taking mea-
surements as the factor. The repeatability coefficient is defined

as the 1:96
ffiffiffi

2
p

Sw, or 2.77 Sw for 95% measurements [5]. As a
comparison, the repeatability coefficient of physical measure-
ments was also calculated.

Analysis of Equivalence Between VR and Physical
Measurements

The two-tailed paired t test was performed for all VR and
physical measurements to test the null hypothesis, which can
be interpreted as a mean difference of both types of measure-
ments equal to zero [14]. If the null hypothesis is rejected
(p < 0.05), then the equivalence between MicroScribe CMM
and VRmeasurements will not hold. If the p value is sustained
(p > 0.05), then the equivalence of the two methods is likely.

The equivalence between these two measurement methods
was evaluated using Bland-Altman plots, which test the level
of agreement between direct physical and VR measurements
by calculating the mean difference (bias) and the 95% limit of
agreement [13].

To further evaluate the equivalence, we attempted to iden-
tify whether the VR measurements, compared with the corre-
sponding physical measurements, were within a strict
predefined equivalence margin [− θ, θ]. The two one-sided
tests (TOST) procedure was used for all linear and angular
VR measurements with α = 0.05, a (1 − 2α) confidence inter-
val, and θ = 0.5 mm for linear measurements and θ = 0.7° for

angular measurements [15]. The predefined level of accep-
tance was chosen based on the previously found resolution
of the MicroScribe CMM in the calibration stage. In the
TOST procedure, the null hypotheses stated that the true value
and measured value were not equivalent. And the alternative
hypothesis is an effect that falls within the equivalence bounds
or the absence of an effect that is worthwhile to examine.
Therefore, if the confidence interval for the mean difference
between the two methods is completely contained within the
equivalence margin, the null hypothesis is rejected, and these
two methods are considered equivalent (p < 0.05) within the
equivalence margin. Such equivalence margin, in turn, pro-
vides an estimate to the accuracy of the VR measurements,
given that the accuracy of the physical measurements is
known.

All tests were performed with Statistica software 6.0
(Statistica for Windows; Statsoft, Tulsa, OK, USA) and IBM
SPSS Statistics 22 (IBM SPSS, SPSS Inc., Chicago, IL,
USA).

Result

Intra- and Inter-rater Reliability of VR and Physical
Measurements

Both raters yielded high degree of intra-rater reliability in both
VR measurements and physical measurements as evidenced
by ICC from 0.99 to 1.00, as shown in Table 1. Inter-rater
reliability was also high in both VR and physical measure-
ments as evidenced by the ICC of 1.00 for linear measure-
ments and 0.99 for angular measurements. Such consistency
among raters provided a necessary basis for further analysis in
reproducibility, equivalence, and accuracy.

Reproducibility of VR Measurements

The ICCs among four trials of VR measurements from
the two raters together were 1.00 for linear and 0.99 for
angular measurements, indicating a high degree of re-
producibility. Such high degree of reproducibility is
comparable with that of the physical measurements
using CMM: the ICCs among four trials of physical
measurements were 1.00 for linear and 1.00 for angular
measurements.

The repeatability coefficients of VR measurements
were 1.74mm for linear distance measurements and
2.86° for angular measurements, compare to that of
physical measurements of 1.11mm and 1.65°, respec-
tively (Table 2). Considering the size of fiducial
markers to be 2 mm in diameter, these repeatability
coefficients also indicated a high degree of repeatability
and reproducibility. Such high repeatability provides a
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solid foundation for further evaluation of the agreement
between measurements using the MicroScribe CMM and
the ImmersiveView™ using the Bland-Altman plot
(Fig. 4).

Equivalence Between VR and Physical Measurements

The two-tailed paired t test yielded a p value of 0.513
for linear measurements and a p value of 0.433 for
angular measurements (Table 3), which is larger than
the predefined confidence level of 0.05. Thus, the null
hypothesis cannot be rejected or the mean difference
between the two methods equal to zero cannot be rule
out. This suggests that the equivalence between VR
measurements and physical measurements is likely.

The Bland-Altman plots in Fig. 4 revealed good
agreement and no systematic bias between VR and
physical measurements. For linear measurements as
shown in Fig. 4a, the 95% limit of agreement (− 1.21,
1.27) contains 93.8% (75/80) scores, while the mean
difference between VR and physical measurements is
0.03 mm with a 95% confidence interval (− 0.17,
0.11). For angular measurements, as shown in Fig. 4b,
the 95% limit of agreement (− 2.47, 2.47) contains
93.3% (28/30) scores, while the mean difference be-
tween VR and physical measurements is 0.001° with a
95% confidence interval (− 0.47, 0.47).

Further, the TOST procedure yielded equivalence be-
tween VR and physical measurements in all measure-
ments (all p < 0.001) from three objects (L-block,
hand, skull models) at the predefined equivalence

margins of ± 0.5 mm for distance measurements and ±
0.7° for angular measurements, respectively, as shown
in Table 4. Considering the accuracy of the physical
measurements via MicroScribe CMM to be 0.09 mm,
which is much smaller, one can use these equivalence
margins to estimate the accuracy of the VR measure-
men t s u s ing Immers iveView™ so f twa re wi th
confidence.

Fig. 4 Bland-Altman plots for the comparison of a linear measurements
and b angular measurements from both raters (AA and BX)

Table 1 Inter-rater and intra-rater
reliability for 40 distance and 15
angular measurements from two
raters. A value of above 0.9 indi-
cates strong reliability between
the measurements

Method Types Intra-rater reliability Inter-rater reliability

Rater AA (4
trials)

Rater BX (4
trials)

Rater AA vs rater BX (mean of 4
trials)

ImmersiveView™ Linear 1.00 1.00 1.00

Angular 0.99 0.99 0.99

MicroScribe
CMM

Linear 1.00 1.00 1.00

Angular 1.00 1.00 0.99

Table 2 Reproducibility quantified by the inter-class coefficient (ICC)
and the repeatability coefficient [2] of VR and physical measurements of
40 linear measurements and 15 angular measurements

Rater Types ICC Repeatability coefficient

VR CMM VR CMM

2 raters (AA and BX) Linear 1.00 1.00 1.74 mm 1.11 mm

Angular 0.99 1.00 2.86° 1.65°

VR VR measurements via ImmersiveView™, CMM physical measure-
ments via the MicroScribe CMM
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Discussion

The primary purpose of this study was to validate the VR
measurements in a specific VR environment before moving
it into a real-world clinical application. As the initial step, this
study is designed to identify the difference, if any, among VR
measurements and physical measurements under a controlled
condition with selected objects, fiducial landmarks, and expe-
rienced raters (AA and BX). With a broad range of measure-
ments (linear and angular) and stringent experimentation, we
hope this primary study will act as a benchmark reference for
further experimental and clinical validations.

Our results revealed high accuracy and reproducibility of
VR measurements that is equivalent to the corresponding
physical measurements, which validates that accurate and pre-
cise geometric measurements are feasible in a virtually simu-
lated environment. There was a high level of agreement for
repeated measurements between both raters. Independent of
the objects used, all linear and angular measurements showed
high concordance with the physical measurements. This sug-
gests that these measurements carried out in a VR environ-
ment can be used to analyze and accurately measure complex
anatomical structures and with agreeable accuracy and
precision.

Numerous methods have been applied previously to mea-
sure physical objects in the virtual environment [16–18].
Brady et al. developed a volume rendering technique in a
virtual platform called “Crumbs” for the visualization of vol-
umetric data and fiber tracking [17]. Bethel et al. developed a
virtual measurement method to obtain point measurement in
3D structures from stereo image pairs generated by a scanning

electrode microscope (SEM) [16]. In their model, the user can
perform distance and angular measurements using virtual sen-
sors such as a virtual protector and caliper between features
present in the stereo image pairs. Hagedorn et al. created an
immersive visualization environment by using three-screen
visual display to measure quantitative analysis of the tissue
engineering aspects [19]. Preim et al. described a 3D interac-
tive quantitative analysis method in a virtual environment to
measure spatial resolution [20]. Similarly, Reitinger et al. pre-
sented a set of virtually enhanced tools to measure distance,
angles, and volumes for different anatomical structures in a
conference [21]. They argued that their virtual method can
augment more natural interactions, and the user can perform
measurement more effectively compared with the non-
interactive two-dimensional system. However, these afore-
mentioned virtual reality–based measurement tools have not
been properly validated with rigorous evaluation.

To the author’s knowledge, this is the first study to validate
the VR measurement tool via comparing virtually simulated
linear and angular data with physical measurements corrobo-
rated with detailed statistical analysis. This study suggests the
reproducibility of the measurements made in the VR environ-
ment with ImmersiveView™ is high as evidenced by the ICC
(0.99). Such high reproducibility is comparable with that of
the direct physical measurements made with the MicroScribe
CMM. In addition, the repeatability coefficient was also in-
cluded in this study. With the same units of the measures, it
can provide an estimate to the repeatability in a way that is
easy to associate with the practice and applications. The
slightly higher repeatability coefficients of VR measurements
(1.74 mm for linear distance and 2.86° for angular

Table 4 Equivalence between
physical measurements using the
MicroScribe CMM and VR
measurements using
ImmersiveView™ established via
two one-sided tests (TOST) with
equivalence margins of ± 0.5 mm
for linear measurements and ±
0.7° for angular measurements in
three objects from both raters
combined. p values < 0.05 indi-
cate the null hypotheses were
rejected and the equivalence was
established

Object Type Mean difference (CMM −VR) 95% confidence interval for mean
difference

p value

Lower Upper

L-block Linear − 0.02 − 0.16 0.11 < 0.001

Hand Linear − 0.03 − 0.30 0.24 0.038

Hand Angular − 0.06 − 0.62 0.49 0.031

Skull Linear − 0.09 − 0.25 0.08 < 0.001

Skull Angular 0.01 − 0.43 0.44 0.007

Table 3 Paired t test result for 40
linear distance and 15 angular
measurements for all three objects
obtained in both VR environment
and direct physical
measurements. The null
hypothesis of the paired t test
states that the mean differences
between both the measurements
should be equal to zero

Types Mean
difference

Standard
deviation

Standard
error

95% confidence
interval for mean
difference

t
statistics

p
value

Lower Upper

Linear 0.063 0.615 0.072 − 0.047 0.080 0.505 0.513

Angular 0.085 1.264 0.108 − 0.129 0.300 0.785 0.433
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measurements) than those of physical measurements
(1.11 mm and 1.65°, respectively) (Table 2) indicated that
physical measurements have a higher degree of reproducibil-
ity than VR measurements. Such difference may be related to
the voxel size of the CT scan images, which has a slice thick-
ness of 0.625 mm, compared with 0.63 mm (1.74 mm, −
1.11 mm). It suggests that the voxel size of the CT scans is
still a major factor that affects the accuracy and reproducibility
of the VR measurements. Even so, the low variation among
repeated measures reflects high internal consistency and can
be considered clinically acceptable [22].

In this study, we choose to compare VR measurements
with the physical measurements. This approach was chosen
to answer the following questions: (1) what is the accuracy of
the physical measurements? (2) Are VR measurements equiv-
alent to physical measurements? To answer the first question,
considerable efforts have beenmade to assess the resolution of
the MicroScribe CMM and its consistency in the workspace.
The spatial resolution of 0.09 mm and workspace consistency
measured within 0.25 mm were eventually established using
this MicroScribe CMM system.

Utilizing high-contrast metallic fiducial markers for both
physical measurements and CT scan images provided a sim-
plified condition and was able to specify the exact locations on
different objects for further linear and angular measurement
calculation in this study. This is different from the real-world
clinical setting but provided a benchmark reference for the
further clinical validation and application. A variety of factors
may come into play that can potentially affect the accuracy,
even the feasibility of the measurements, if the clinical task
should involve measurement of the patient’s anatomy includ-
ing bony components with adjacent soft tissue and potentially
contrast-enhanced vessels with adjacent soft tissue. For exam-
ple, the measurements between bony components and blood
vessel (wi th a contras t agent) are feasible with
ImmersiveView™, but its accuracy of such process needs to
be further verified with proper statistical evaluation before
introducing to a clinical platform. However, the measurement
of bony components and soft tissue combination are not fea-
sible with this software because hard tissue does not have the
same Hounsfield unit as that of soft tissue and thus requires
different threshold values for segmentation in CT images.
Multiple-value thresholding, however, was not available in
this software platform at the moment this study was conduct-
ed. The solution may lay either on the multiple organ segmen-
tation and surface modeling, which obviously introduces ad-
ditional segmentation errors compared with the voxel-based
approach, or on a “free oblique plane” approach in which the
gray scale image is available with an oblique plane in any
orientation in conjunction with the three dimensional render-
ing in the VR environment. The accuracy and reproducibility
of measurements in these approaches warrant validation in the
further study.

In order to assess the equivalence between VR measure-
ments and physical measurements, we chose a systematic ap-
proach from the paired t test to Bland-Altman plots and to
TOST. The paired t test is simple and straightforward, but a
p value larger than 0.05 only suggests that the equivalence
cannot be ruled out. Bland-Altman plots demonstrated such
equivalence visually with 95% limits of agreement, while the
TOST procedure provided further evidences with quantity as-
sociated with the clinical application. The predefined equiva-
lence margins ± 0.5 mm for linear measurement and ± 0.7° for
angular measurement are in agreement with the known factors
such as the CT voxel size of 0.325 mm in plane and 0.625 mm
in slice thickness. The equivalence between the two methods
was established by the measurements from all three objects in
this study with 95% confidence intervals and corresponding
equivalence margin. Furthermore, the equivalence margin
provided an estimation of the accuracy for VR measurements.
Considering the spatial resolution of physical measurements
to be 0.09mm in theMicroScribe CMM for linear distances, it
is conceivable that reducing the voxel size of the medical
image might improve the accuracy of the linear and angular
measurements in the VR environment.

The tested version of this VR software, ImmersiveView™,
is limited to CT, CBCT, and CTA. It does not support other
image types such asMRI, ultrasound, or PET. In our study, we
only considered CT images which are one of the conventional
and widely used modalities for clinical diagnosis and surgical
and treatment planning. Other approaches might have to be
considered while designing validation experiments for differ-
ent image types other than CT such as MRI, since fiducial
markers made of metals may not be utilized duringMRI scan-
ning. In such case, we need to look for alternatives or consider
identifiable markers made of materials with reasonable
contrast.

Although within acceptable limitations, angular mea-
surement showed more disparity than linear measure-
ments. One probable explanation is that, unlike linear
distance measurements where only two points need to
be selected, angular measurements need at least three
points to be involved. One additional point may in-
crease the random uncertainty of the measure. This ef-
fect can potentially be reduced using smaller diameter
fiducial markers, which, however, warrants a further
study.

Raters’ experience can add to the potential bias while tak-
ing measurements, specifically the VR measurements. To
minimize bias from the recollection of the memory of previ-
ous trials/sessions, we have included a wide range of measure-
ments in random orders at different time intervals for each set
of measurements. This was also an essential consideration in
the analysis of the reproducibility. In addition to the ICCs, the
repeatability coefficient was also included in this study. With
the same units of the measures, it may provide an estimate to

J Digit Imaging (2020) 33:111–120118



the repeatability in a way that is easy to associate with the
practices and applications.

The major limitation of this study is the number of mea-
surements (40 linear and 15 angular measurements) which
may not provide strong power statistically [15]. The sample
size was chosen based on the users’ experience to manage an
elongated session in the VR environment which may lead to
dissatisfaction if extended. Too many measurements will lead
to a prolonged experimental setting and thus may adversely
affect the performance of the raters. Future studies will include
the effect of measurements in the virtual environment with
multiple raters and their variability in different situations com-
pared with the conventional physical measurements and mea-
surements from available 3D image analysis software.

While using virtual reality–based environment such as
ImmersiveView™, it was clear that judgment of the individ-
uals can play a critical role in the accuracy of the overall
results. For example, while taking the measurements in the
VR environment, it was often seen that considerable visual
acuity was required to place the pointer at the exact same
location and better acuteness would likely improve overall
accuracy. Similarly, difference between the physical and VR
measurements can be reduced by interactively enlarging the
virtual scene so that small displacements from the actual po-
sition on the surface of the fiducial marker are less noticeable.
The ability to provide magnification without distortion of im-
age quality is one of the most essential aspects of the virtual
environment.

Conclusion

A validation study of the basic measurement tools in the VR
environment has been successfully conducted, through inte-
grating available measurement devices and statistical analysis
tools, under clinically oriented yet controlled conditions with
selected objects (including dry skull), fiducial markers, med-
ical CT scans, and selected raters. This investigation revealed
that linear and angular measurements acquired within the
ImmersiveView™ VR environment are equivalent to those
made physically. There is a high degree of reproducibility
and accuracy (through equivalence to the physical measure-
ments) of linear and angular measurements in the VR envi-
ronment, independent of the shape or complexity of the ob-
jects. The demonstrated results may provide a reference for
more rigorous validation studies in a clinical setting in the
future.

Clinical Relevance

Application software in a virtual immersive environment has
the potential to be applied to its full extent in the medical and
dental sectors in order to analyze anatomical structures with

greater efficacy [23, 24]. With the capacity to measure within
clinical demanded accuracies, it can be used for critical mea-
surements for diagnosis, treatment, and surgical planning such
as craniofacial reconstructive surgery including orthognathic
surgery, spine and orthopedic surgery, trauma care, neurosur-
gery, and interventional vascular surgery [25, 26]. In addition,
virtual reality technology also likely has a role to facilitate in
future interventions such as microsurgery and nanosurgery
[27].
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