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Abstract: Measuring alterations in bacteria upon antibiotic application is important for basic
studies in microbiology, drug discovery, clinical diagnosis, and disease treatment. However,
imaging and 3D time-lapse response analysis of individual bacteria upon antibiotic application
remain largely unexplored mainly due to limitations in imaging techniques. Here, we present a
method to systematically investigate the alterations in individual bacteria in 3D and quantitatively
analyze the effects of antibiotics. Using optical diffraction tomography, in-situ responses of
Escherichia coli and Bacillus subtilis to various concentrations of ampicillin were investigated in
a label-free and quantitative manner. The presented method reconstructs the dynamic changes in
the 3D refractive-index distributions of living bacteria in response to antibiotics at sub-micrometer
spatial resolution.

© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Understanding how antibiotics induce bacterial cell death is essential in the study of microbiology
and also to general healthcare in order to help develop, improve, and apply treatment to patients
[1]. Over the past years, the mechanism of antibiotics has been studied intensively along with the
use of new multiple classes of antibiotics that have succeeded in treating infectious diseases [2].
However, the widespread use of antibiotics has resulted in emergence of drug-resistant bacteria,
evoking a significant challenge to the use of antibiotics [3,4]. Since the mainstream approach to
overcome this crisis primarily relies on the discovery and development of newer, more efficient
antibiotics, understanding how bacteria respond to antibiotics has become more critical.

A basic approach to understanding the mechanism of antibiotics is to observe the phenotypic
or physical response of bacteria to antibiotics. Phenotypic imaging has been one of the most
popular diagnostic methods to achieve rapid antimicrobial susceptibility testing [5—10], as it
provides an easy, low cost, real-time single-cell level examination. Furthermore, phenotypic
analysis of bacteria has been exploited to extract useful information in various fields such
as epidemiology and systems biology [11]. Although the phenotypic response of bacteria to
[S-lactam antibiotics has been studied [12,13], detailed phenotypic aspects have been less explored
with little available research on the changes in physical quantities such as cell mass, density, and
volume. These parameters are direct indicators of cell survival and growth [14,15], which can
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provide fundamental insights into the physical and chemical mechanism of bacterial response to
antibiotics.

To revisit these unattended but physiologically relevant quantities of bacteria, we need an
imaging modality that quantifies the parameters mentioned above. However, conventional
two-dimensional (2D) microscopic techniques, such as phase contrast microscopy or differential
interference contrast (DIC) microscopy, are not suitable for this purpose, because they are unable
to measure three-dimensional (3D) properties. Fluorescence microscopy, such as scanning
confocal fluorescence microscopy, allows 3D molecular imaging of cells [16], but the use of
fluorescent dyes or proteins have limitations for studying the dynamic alterations in bacteria
over a long time due to issues of photo-bleaching and photo-toxicity [17]. Scanning electron
microscopy or atomic force microscopy is also not suitable for assessing the dynamics of live
bacteria with high throughput [18,19].

To investigate the aforementioned parameters, optical diffraction tomography (ODT), one of
the 3D quantitative phase imaging (QPI) techniques, has several potentials [20]. ODT provides
a non-invasive and non-contact 3D optical imaging [21]. ODT reconstructs the 3D refractive
index (RI) maps of optically transparent samples based on interferometric imaging at multiple
illumination angles. Because RI distributi ons serve as both intrinsic cell markers and indicators
of protein densities, ODT meets the demands of quantitative phenotypic imaging of unlabeled
live cells. Thus, its applications have been rapidly expanded for investigations on hematology
[22], microalgae [23], immunology [24], infectious diseases [25,26], plant biology [27], cell
biology [27,28], neuroscience [29], and drug discovery [30]. Some bacterial studies have also
used ODT [31,32], but its application for bacterial microbiology is in a nascent stage.

In this study, we investigated the 3D bacterial response to antibiotics by exploiting ODT. Our
method provides a label-free, real-time analysis of the phenotypic changes in bacterial cells at
given antibiotic conditions. The quantitative analysis of 3D RI maps enables examination of the
physical changes in cells induced by antibiotic agents. We demonstrate the capability of ODT for
imaging the antibiotic response of bacteria in 3D by investigating the response of Escherichia
coli and Bacillus subtilis to a B-lactam antibiotic agent, ampicillin. The dynamics of bacteria
were observed by mapping the 3D RI distribution in real time, and the changes in morphological
and biochemical parameters were analyzed. With its non-invasive, label-free, and quantitative
analysis, our method provides a useful tool for studying and developing antibiotic agents against
clinical pathogens that threaten public health.

2. Methods
2.1. Optical diffraction tomography

To measure the 3D RI tomogram of individual bacteria, we employed optical diffraction
tomography based on a Mach-Zehnder interferometer equipped with a digital micromirror device
(DMD) [Fig. 1(a)].

A coherent laser (1 =532 nm in a vacuum; Samba, Cobolt Inc., Sweden) beam was split
into a reference beam and sample beam using a 1 X 2 fiber coupler. The sample beam passed
through 4-f relay lenses (L1-3), and was diffracted by a DMD (DLPLCR6500EVM, Texas
Instruments Inc., USA). A DMD controlled the angle of the sample beam impinging onto a
sample, by displaying digital grating patterns [33]. The time-multiplexing illumination technique
was utilized to eliminate the unwanted diffractions of a DMD [34]. The first-order diffraction
beam illuminated a sample with a specific incident angle controlled by the pattern projected
onto the DMD. The beam diffracted from the DMD passes through a lens (L4) and a condenser
lens (NA = 1.2, water immersion, UPLSAPO 60XW, Olympus Inc.) in order to magnify the
incident angle. The scattered light from the sample was collected by an objective lens (NA =1.2,
water immersion, UPLSAPO 60XW, Olympus Inc.), and projected to the image plane. At the
image plane, the sample beam and reference beam interfere and generate a spatially modulated
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Fig. 1. Measurements of the 3D RI distribution. (a) Experimental setup. M1-M4, mirror;
L1-L5, lens; FC, fiber coupler; DMD, digital micromirror device. (b) Sequential illumination
scanning for bacteria at 71 illumination angles and the corresponding 71 holograms. (c)
Images of the retrieved amplitudes and phases corresponding to the holograms. (d) Three-
section view of the reconstructed RI distribution. (e) 3D rendered image of bacteria. The
color map shows various colors depending on the value of RI and its gradient value.

hologram pattern, which is recorded using a camera (FL3-U3-13Y3M-C, Point Grey Research
Inc.). To combine two beams and generate the interference pattern with the maximum contrast, a
beam splitter and a linear polarizer were used, respectively. The beam impinging onto the sample
was controlled to have the maximum elevation angle limited by the NA of the condenser lens and
was scanned along a full azimuthal angle with 71 steps [Fig. 1(b)]. The total acquisition time for
71 holograms was approximately 1 s (15 ms per hologram).

2.2. Field retrieval and tomogram reconstruction algorithms

The 3D RI distribution of a sample is reconstructed from the measured multiple 2D holograms
using the principle of ODT [35,36]. For each hologram pattern, the amplitude and phase delay
maps were retrieved using the field retrieval algorithm [Fig. 1(c)] [37,38]. Then, from the
retrieved optical field maps with various angles, the 3D RI distribution was determined [Fig. 1(d)].
ODT solves an inverse scattering problem for monochromatic light propagating in a linear,
isotropic, and nonmagnetic medium, which satisfies the 3D inhomogeneous Helmholtz equation
[35]:

(V2 + k) us(r) = —u(r)f(r), (1)

where f is the scattering potential, f(r) = k% - k2;k; and k are the wavevector of the incident
field and the diffracted field, respectively; and u; and u are the scattered field and the diffracted
field, respectively. For a slowly varying scattered complex phase, the Rytov approximation can
be applied, which has shown better reconstruction performances than the Born approximation
[39,40]. According to the Fourier diffraction theorem, each optical field is mapped onto a sphere
in the 3D Fourier space [41]. Then, the inverse Fourier transform of the 3D Fourier space
provides the RI distribution of the sample [42]. The theoretically calculated lateral and axial
resolution of the used optical imaging system is 124 nm and 397 nm, respectively [32,43]. Due
to the limited NAs of both the condenser and the objective lens, side scattering signals are not
collected, which is known as the missing cone problem. To resolve this missing cone problem,
the regularization algorithm based on non-negativity criteria was used [44—46].

2.3.  Analysis of cell parameters and visualization methods

To measure cell volumes, the voxels were selected which have an RI higher than a specific
value determined by masking the sample region at the initial time for each cell and averaging
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the RI values therein. Because the RI value of cell cytoplasm is linearly related to its protein
concentration, local protein concentration of a cell can be retrieved from the measured 3D RI
tomogram [47,48]. The concentration at each point of the bacteria was determined from RI
increment (RII), an increment of an RI in a solution per an increment of concentration in a solute.
We assumed that the value of RII is constant inside bacteria, i.e. n(r) - nmedium = (RII) X C(r),
where n is an RI inside the bacteria, npedium is the RI of surrounding medium, and C is the
protein concentration. Therefore, the concentration distribution inside bacteria can be acquired
using an RI distribution. In addition, the RII of 0.185 mL/g is known as a typical value for
proteins [47,49]. Because many bacteria have proteinaceous organelles [50], it is reasonable that
the typical value of RII for proteins could be used in our analysis. The temporal changes in the
cellular dry mass are calculated as the total sum of the concentration at each voxel multiplied
by its volume. Cytoplasm concentration was calculated by averaging the concentrations at the
internal voxels of bacteria.

The 3D rendered image was obtained using commercial software (TomoStudio™, Tomocube
Inc., Republic of Korea), which delineates the overall RI distributions of bacteria more clearly
[Fig. 1(e)]. The different colors indicate the presence of subcellular organelles in bacteria with
different RI values, suggesting that our technique provides sub-micrometer spatial resolution to
investigate individual bacterial cells.

2.4. Sample preparation

Bacterial strains Escherichia coli (E. coli; #1682) and Bacillus subtilis (B. subtilis; #1021) were
purchased from Korean Collection for Type Cultures. E. coli cells were cultured in Tryptic soy
broth (TSB) and B. subtilis were cultured in Nutrient broth (NB). Both bacteria were cultured to
the concentration of 1.0—5.0 x 108 cells/mL to obtain activated bacteria using a nanophotometer
(Implen). Centrifugation to wash the cells was repeated twice under the general condition of
8,000 x g for 5 minutes at 4°C in 200 pL of PBS solution. Cells were then resuspended in TSB
and NB to conduct imaging for the bacteria. Ten microliters of the resuspended solution were
placed between two coverslips and then measured using the optical imaging system. All the
measurements were performed at room temperature (25°C).

3. Results

In order to systematically investigate the alterations in individual bacteria upon treatment with
antibiotics, we measured the 3D RI tomograms of E. coli and B. subtilis using ODT, and analyzed
the measured images.

3.1. Changes in a bacterial cell revealed by time-lapse 3D imaging

We first validated the 3D dynamic imaging capability of ODT by visualizing bacterial growth in
the absence of antibiotics. We imaged the dynamics of E. coli in growth medium with a time
interval of 30 minutes up to 6 hours [Fig. 2].

Both the cross-sections and rendered images of the measured 3D RI tomograms clarify the
growth and division of individual E. coli [Figs. 2(a) and 2(b)]. Prominent cell division was
observed and the increase in the number of E. coli over time is presented in Fig. 2(c). The number
of E. coli doubled constantly at intervals of 56 min, which is consistent with the generation time
of E. coli at room temperature [51]. These results validate the label-free imaging capability of
ODT for studying the responses of individual bacteria.

3.2.  Antibiotic responses of Escherichia coli and Bacillus subtilis

Next, we investigated the growth dynamics of individual bacteria under antibiotic treatments. As
Gram-positive and Gram-negative models, E. coli and B. subtilis were selected, respectively. The
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Fig. 2. (a) Three-section views of the reconstructed RI distributions of E. coli without
antibiotics over time (at 0, 120, and 240 minutes). (b) 3D rendered images of bacteria
corresponding to (a). The color map shows various colors depending on the value of
the RI. (c) The number of E. coli for the control group over time and the fitted curve.
R-square =0.9741.

bacteria were treated with ampicillin at various concentrations of 20, 100, and 300 pg/mL and
imaged at time intervals of 30 minutes after drug treatment. As a normal control group, untreated
bacterial samples were also measured at the same time intervals.

The results are shown in Fig. 3. In the absence of antibiotic treatment, both E. coli and B.
subtilis exhibited active growth and division. When the bacteria were treated with antibiotics,
each cell showed significant morphological alterations, and also presented a decrease in RI values,
suggesting cell lysis. To effectively visualize these morphological alterations, the maximum RI
projection of each 3D RI tomograms is presented for each group at various time points in Fig. 3.

Figure 3(a) shows the morphological changes in E. coli, due to the ampicillin treatment. As
the concentration of ampicillin increased, the bacteria underwent earlier cell lysis. From the
reconstructed 3D RI tomograms, the point where the RI value drops suddenly could serve as the
time point when the bacterial lysis initiated, because the decrease in the RI values of bacteria
indicates the efflux of cell cytoplasm. When the concentration of the applied ampicillin was 20,
100, and 300 pg/mL, the bacterial lysis occurred right after 180, 150, and 30 minutes, respectively.
In the control group, E. coli showed stable growth over time, whereas the bacteria treated with
ampicillin did not divide.

In addition, the ampicillin-treated bacteria exhibited distinct elongation of cell shape; the cell
length increased without cell division until the point when the RI value increased. Interestingly,
the cells exposed to the ampicillin concentration of 20 pg/mL appeared like filaments, exhibiting
a fiber-like cell shape. Notably, formation of bulges could be clearly detected in the measured
tomograms [the red arrows in Fig. 3(a)]. Bulge formation was observed in groups treated with
ampicillin concentrations of 20 or 100 ug/mL. However, a bulge was not formed at 300 pg/mL,
which is a significantly high concentration. Furthermore, the rate of cell lysis increased noticeably
as the concentration of ampicillin increased to 300 pug/mL.

Compared to the results with E. coli, B. subtilis exhibited significantly different responses to
ampicillin [Fig. 3(b)]. First, the bacterial cell lysis time was earlier than that of E. coli treated
with low ampicillin concentration. When the ampicillin concentration was 20, 100, and 300
pg/mL, the cell lysis points were conjectured to be right after 90, 90, and 40 minutes, respectively.
At an even lower concentration, B. subtilis showed faster cell lysis than E. coli. In addition, B.
subtilis exposed to the low concentration of ampicillin (20 ug/mL) did not exhibit morphological
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Fig. 3. Maximum RI projection images with ampicillin over time. The red arrows indicate
a bulge formed in E. coli. The entry with a red border is presumed to be near the point at
which the bacteria die. (a) and (b) are E. coli and B. subtilis, respectively.

alteration into filament-like shapes as observed with E. coli. Notably, bulge formation was not
observed in B. subtilis.

3.3. Quantitative analysis results for morphological and biochemical parameters

To investigate the morphological and biochemical characteristics of bacterial growth under
antibiotic treatment, the following cellular parameters were retrieved and analyzed from the
measured 3D RI tomograms: cell volume, cellular dry mass, cytoplasm concentration (See
Methods). These cellular morphological and biochemical parameters were systematically
addressed as a function of time and at various antibiotic concentrations [Fig. 4].

Figure 4(a) shows the cellular volume of E. coli over time for various concentrations of
ampicillin. Note that this analysis was conducted at the single cell level, and each line in Fig. 4
indicates individual cells. For untreated E. coli, cells continued growth and division, and thus the
volumes of each cell remained within a certain range (0.5 — 1.4 fL). Furthermore, the volumes of
untreated E. coli oscillated over time, implying continuous growth and division.

Upon ampicillin treatment, E. coli did not exhibit cell division, as shown in Fig. 3. The volumes
of treated E. coli showed monotonic increases, followed by sudden plummets [Fig. 3(a)]. These
time points are consistent with the cell lysis observed in the 3D RI tomograms. Comparing the
graphs for ampicillin concentrations of 20, 100, and 300 pg/mL, as the concentration of ampicillin
increased, the bacteria showed earlier lysis, and the maximum volume of bacteria decreased. In
addition, the maximum volume of E. coli with ampicillin treatments was significantly larger
than that of the control group. These results agree with our observation that when ampicillin is
applied, cell division stops and abnormal elongation and bulge formation occurs. This abnormal
growth occurred for a shorter time at high ampicillin concentration, indicating that E. coli burst
to death faster at higher antibiotic concentrations [Fig. 4(b)].

The cellular dry mass of E. coli is shown in Fig. 4(c) (See Methods). The graphs for the dry
mass are similar to those of cell volume [Fig. 4(a)], indicating that the cytoplasmic concentrations
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Fig. 4. Cell volume, cellular dry mass, cytoplasm concentration and corresponding RI
depending on the concentrations of ampicillin (0, 20, 100, and 300 pg/mL) and time at the
maximum volume. (a—d) and (e—h) are E. coli and B. subtilis, respectively. The number of
dataset for E. coli (control, 20, 100, and 300 ug/mL) and B. subtilis (control, 20, 100, and
300pg/mL) is 4, 5,5, 4,4, 4,5, and 5, respectively.

did not significantly change over time. This result can also be confirmed from the measured 3D
RI tomograms [Fig. 4(d)]. The cytoplasm concentration increased slightly as the bacteria grew.
After bacterial lysis, the internal contents escaped beyond the cell wall, and so, the cytoplasm
concentration dropped suddenly. Comparison between the control and ampicillin-treated groups
clearly indicates that the sudden drop in cytoplasm concentration was only notable in the latter
case.

Compared to E. coli, B. subtilis did not show noticeable increases in either cell volume or dry
mass upon ampicillin treatment [Figs. 4(e)—4(g)]. Rather, the bacteria rapidly reached a much
smaller cell volume than the initial volume. The most discernible change was observed for the
temporal graphs of cytoplasm concentration; a decrease in cytoplasm concentration caused by
ampicillin was relatively well observed [Fig. 4(h)].

To clarify the different lysis behaviors between E. coli and B. subtilis, we reorganized
and compared the species-dependent changes in quantitative parameters. Among the various
parameters, we chose to compare cell volumes because they showed the most notable difference
[Fig. 5]. At ampicillin concentrations of 20 and 100 pg/mL, the difference in cell volume between
E. coli and B. subtilis was remarkable [Figs. 5(a) and 5(b)]. This is because abnormal growth
was observed in E. coli treated with ampicillin, but no such growth was observed in B. subtilis.
Moreover, at ampicillin concentrations of 20 and 100 ug/mL, the time to reach a minimal cell
volume was shorter for B. subtilis than for E. coli. In other words, B. subtilis appeared to undergo
lysis faster than E. coli. However, at the concentration of 300 pg/mL [Fig. 5(c)], this tendency was
lost. These observations can be seen more clearly in Fig. 5(d), which represents the maximum
volume of the bacteria at each concentration as a relative value. These data sufficiently represent
how ODT can quantitatively address the dynamics of the antibiotic response of bacteria.
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Fig. 5. (a—c) The relative value of cell volume for E. coli and B. subtilis with the ampicillin
concentration of (a) 20 pg/mL (b) 100 pg/mL (c) 300 ug/mL. (d) The relative value of the
maximum volume for E. coli and B. subtilis. The number of dataset for E. coli (20, 100, and
300 pg/mL) and B. subtilis (20, 100, and 300 ug/mL) is 5, 5, 4, 4, 5, and 5, respectively.

4. Discussions and summary

In summary, we present a method to systematically investigate the alterations in individual
bacteria upon antibiotic treatment. Employing ODT, the 3D RI of antibiotic-treated bacteria
was measured over time in a label-free and non-invasive manner. The 3D RI reconstruction
of E. coli and B. subtilis bacteria provides the morphological and biochemical parameters
related to their real-time alterations depending on the concentration of ampicillin, which were
characterized by the inhibition of cell division, bulge formation, abnormal elongation, and cell
lysis. Because the RI inside the bacteria is directly related to the cytoplasm concentration,
dynamics of cytoplasmic concentrations and cellular dry mass were also analyzed quantitatively.
Moreover, we quantitatively deduced the bacterial lysis time through a sudden change in cell
volume or cellular dry mass. This can also be used effectively to study the cell cycle of bacteria
[52]. Because the presented method is general, it can be used for various applications of
microbiology, ranging from bacteria classifications to cell dynamics in the bacterial infection
scenarios [53,54].

Our measurements and observations with bacteria are consistent with those in the existing
literature. Ampicillin from the B-lactam class inhibits cell wall synthesis, leading to various
changes in bacterial cell shape and size, and finally resulting in bacterial cell death [55,56]. It
is also intriguing to observe the changes in bacterial appearance depending on the ampicillin
concentration. Spratt explains that cell division of E. coli is inhibited even at low concentrations
of ampicillin, resulting in filamentation of E. coli; further, at higher concentrations, a bulge is
formed in the middle of E. coli, and cell lysis occurs at significantly high ampicillin concentrations
[13]. In our experiments, the corresponding concentrations can be considered as 20, 100, and
300 pg/mL, respectively. Comparing the cells with 20 ug/mL of ampicillin to the control group,
cell division was inhibited, and abnormal growth, i.e. filamentation, was observed. As the
concentration increased to 100 pg/mL, the filamentation phenomenon decreased, and the bulge
became more pronounced. This is also consistent with the statement that only lysis was observed
at the concentration of 300 pg/mL.

The different responses of E. coli and B. subtilis to ampicillin are also noteworthy for discussion.
Ampicillin hinders transpeptidation by combining with penicillin-binding proteins on maturing
peptidoglycan strands, and the resulting reduction in peptidoglycan synthesis causes cell lysis
[1,57]. In the case of Gram-positive bacteria including B. subtilis, the majority of the cell wall is
composed of peptidoglycan; thus, the effect on ampicillin is more pronounced [58], resulting in
faster cell lysis. This explains the contrast in the E. coli and B. subtilis at ampicillin concentrations
of 20 and 100 pg/mL. In addition, there is a difference in the reactivity of Gram-positive and
Gram-negative bacteria to ampicillin, but ampicillin eventually leads to cell death in both types
of bacteria [1]. Our experiments confirmed that both E. coli and B. subtilis reached cell lysis in
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the presence of ampicillin. Indeed, our results were based on small datasets but were sufficient to
epitomize the antibiotic response in a label-free, quantitative, and three-dimensional manner.

Previously, 2D QPI techniques have been applied for the study of individual bacteria [59—61].
However, 2D QPI only measures the optical phase delay maps, an integration of RI values
along an optical path, and does not provide tomographic measurements of individual bacteria.
As demonstrated in this work, ODT enables the systematic investigation of various volumetric
information of individual bacteria. We emphasize that the 3D imaging technique exploited here is
not limited to the objects targeted in this paper. The species of bacteria and the type of antibiotics
can be expanded as needed. In addition, using this method, it is possible to conduct statistical
analysis by increasing the number of microbes regardless of single cells or multiple cells. It is
also possible to infer the physical functions and biological characteristics of bacteria from their
interior structural features [50,62,63]. Moreover, quantitative analysis for other morphological
and biochemical parameters can be attempted. For instance, when a bulge is formed in E. coli,
each volume or cytoplasm concentration can be quantified by separating the bulge and non-bulge
portions. The lifetime of the bulge can also be measured. In this case, combination with the
segmentation method will serve as the key to analysis [24]. We believe that the methods presented
in this paper will provide microbiologists with broader insights into the various responses of
bacteria to antibiotics.
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