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Abstract

Objectives: Network analyses of psychopathology examine the relationships between individual 

symptoms in an attempt to establish the causal interactions between symptoms that may give rise 

to episodes of psychiatric disorders. We conducted a network analysis of mood symptoms in 

adolescents with or at risk for bipolar spectrum disorders.

Methods: The sample consisted of 272 treatment-seeking adolescents with or at high risk for 

bipolar disorder who had at least subsyndromal depressive or (hypo)manic symptoms. Based on 

symptom scores assessed via semi-structured interviews, we constructed the network of depressive 

and manic symptoms and identified the most central symptoms and symptom communities within 

the network. We used bootstrapping analyses to determine the reliability of network parameters.

Results: Symptoms within the depressive and manic mood poles were more related to each other 

than to symptoms of the opposing mood pole. Four communities were identified, including a 

depressive symptom community and three manic symptom communities. Fatigue and depressed 

mood were the strongest individual symptoms within the overall network (ie the most highly 

correlated with other symptoms), followed by motor hyperactivity. Mood lability and irritability 

were found to be “bridge” symptoms that connected the two mood poles.

Conclusions: Symptoms of activity/energy (ie fatigue and hyperactivity) and depressed mood 

are the most prominent mood symptoms among youth with bipolar spectrum disorders. Mood 

lability and irritability represent potential warning signs of emergent episodes of either polarity. 

Targeting these central and bridge symptoms would lead to more efficient assessments and 

therapeutic interventions for bipolar disorder.
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1 | INTRODUCTION

Bipolar I and II disorders affect about 2% of the world’s population and subthreshold forms 

of the illness affect another 2%.1,2 Despite a large genetic basis for bipolar disorder, no 

identifiable “common cause” has been found for the illness.3,4 Traditional methods of 

analyzing psychopathy have examined the top-down latent structure of disorders via factor 

analysis and latent class analyses.5–7 An alternative approach that seeks to elucidate the 

heterogeneity of paths that lead to psychiatric disorders as well as the heterogeneity of 

symptoms within disorders is through network analysis, which examines the symptom-to-

symptom relationships that give rise to mental illness.8 In this study, we used a network 

approach to examine bipolar mood symptoms in adolescents with or at high risk for bipolar 

disorder.

Rather than conceptualizing mental disorders as latent entities that give rise to symptoms, 

network theory posits that when an individual symptom is elicited or becomes more severe 

within an individual, this increases the probability that a connected symptom will arise and 

that episodes of illness will occur.9 This perspective of symptoms is consistent with how 

most clinicians conceptualize mental illness,10 and fits with the underlying principles of 

common psychosocial therapies like cognitive-behavioral therapy.11,12 To model symptom 

interactions, network analyses examine the partial correlations between each symptom and 

create a visual depiction of the symptom-to-symptom relationships (termed a “network”).9 

From these analyses, the most central experiences of a particular disorder, symptom 

communities (ie symptoms that are more related to each other than to other symptoms), and 

bridge symptoms (ie symptoms that connect communities) can be identified. The elucidation 

of symptom-to-symptom interactions may inform the development of adaptive and more 

efficient clinical assessments as well as more targeted and effective therapeutic 

interventions.13–15 For example, simulated single-node interventions in which central 

symptoms are “treated”/deactivated have a significant effect on diminishing network 

strength and symptom relationships.16

Network approaches have been used to model a range of psychiatric symptoms in adult 

populations, including anxiety, depression, posttraumatic stress disorder, autism, psychosis, 

and alcohol-use disorders.17–20 Most relevant to this study are network models of depressive 

and manic symptoms. Among depressive symptoms, sad mood, anhedonia, and low energy/

fatigue consistently replicate as most central to depressive networks.21–24 These symptoms 

also account for more unique variance in psychosocial impairment compared to other 

depressive symptoms.21 Findings from these studies suggest that individual symptoms of 

depression have differential impact on clinical and psychosocial functioning, and indicate 

that total mood scores obfuscate important differences between depressive symptoms.14 

Additionally, longitudinal analyses of depressive symptoms have found that more densely 

connected networks at baseline are associated with a more persistent course of depression 
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over time, indicating that more pronounced relationships between symptoms may predict a 

poorer prognosis.25

To our knowledge, only one study has examined the network of bipolar mood symptoms. In 

a cross-sectional examination of 125 patients with bipolar disorder who were separated into 

three longitudinal clinical courses (minimally impaired, depressed, and cycling), Koenders 

and colleagues26 found that mood symptoms were most strongly interconnected in patients 

with the more severe courses of illness. Central symptoms were inconsistent across 

subgroups of illness severity, however, and network relationships were not presented for the 

overall sample. No studies to date have conducted network analyses to examine the 

relationship between mood symptoms in adolescents. Considering that the majority of 

patients with bipolar illness experience their first mood episode in adolescence,27 it is 

important to understand the associations between symptoms at that time. Clarifying the 

centrality (strength, betweenness, closeness) of individual depressive and manic symptoms 

may generate hypotheses about what symptoms are primary in the development of mood 

episodes and point to assessment and treatment strategies that are most efficient and 

effective.

The current study constructed the network of bipolar mood symptoms in adolescents with 

bipolar I and II disorder and adolescents at high risk for bipolar disorder (BD). We then 

examined whether there were clusters of symptoms (“communities”) within the network via 

community detection analysis. Based on prior network modeling,22,23 we expected the two 

mood poles (mania and depression) to represent separable communities of symptoms. 

Additionally, given that mood lability is robustly associated with conversion to bipolar 

disorder among youth with bipolar parents and that irritability is a symptom commonly 

occurring in both manic and depressive episodes,28 we predicted these symptoms would 

form a unique community that would bridge manic and depressive symptoms. Finally, we 

analyzed the centrality of each symptom via indices of node strength, closeness, and 

betweenness. We expected sad mood, anhedonia, and fatigue to be most central within the 

depressive symptoms. Based on prior research,29–31 we expected elevated mood and 

symptoms of unusually energetic and motor hyperactivity to be most central among manic 

symptoms. Bootstrapping analyses via sampling with replacement were performed to 

examine the accuracy and stability of the centrality indices.

2 | METHODS

2.1 | Participants

We utilized baseline data from two separate family treatment trials–a trial for adolescents at 

high risk for bipolar disorder and a trial for adolescents with bipolar I or II disorder (BD I/

II). These two samples were combined for this study for three primary reasons. First, both 

populations were characterized by early onset (ie age at onset ≤18) depressive and/or 

(hypo)manic symptoms. Second, 45% of youth with bipolar disorder, not otherwise 

specified who have a familial risk of bipolar disorder “convert” to bipolar I or II disorder 

over a 5-year period.32,33 Third, the two samples used the same measures of psychiatric 

symptoms. Network analyses are considered adequately powered if there are at least five 
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participants per node in the network,34 so we sought to capitalize on a larger sample size to 

increase statistical power and reliability of the study results.

High-risk youth were between the ages of 9 years, 0 months and 17 years, 11 months with a 

first- or second-degree relative with BD I/II. Participants were recruited at the University of 

Colorado, the Stanford University School of Medicine, or the UCLA Semel Institute. The 

studies were approved by the human subjects review boards of all three institutions. 

Following recruitment, each participant provided informed written consent after receiving a 

complete description of the study. Participants were eligible if they: (a) spoke English; (b) 

had at least one first- or second-degree degree relative who met DSM-IV-TR criteria for BD 

I/II, based on the Mini-International Neuropsychiatric Interview (MINI)35 or, when the 

relative could not be interviewed directly, via secondary report from a first-degree relative 

using the Family History Screen36; and (c) met DSM-IV-TR criteria for a lifetime diagnosis 

of BD not otherwise specified (NOS) or major depressive disorder (MDD) and had 

significant current affective symptoms (1-week Young Mania Rating Scale [YMRS] score 

>11 or 2-week Children’s Depression Rating Scale, Revised [CDRS-R] score >29).37,38 

Diagnostic criteria for BD-NOS included having a distinct period of abnormally elevated, 

expansive, or irritable mood plus two (three, if irritable only) DSM-IV-TR symptoms of 

mania that caused a change in functioning, lasted ≥4 hours in a day, and occurred for a total 

of 4 or more days across the child’s lifetime. If the main diagnosis was MDD, the youth 

must have had a full DSM-IV major depressive episode (MDE) within the previous 2 years.

BD I/II participants were between the ages of 12 years, 0 months and 18 years, 1 month, and 

were recruited at the University of Colorado, the University of Pittsburgh School of 

Medicine, and the Cincinnati Children’s Hospital Medical Center. Participants were eligible 

if they had: (a) a DSM-IV-TR diagnosis of bipolar I or II disorder; (b) a hypomanic/manic or 

mixed episode lasting at least 1 week or a MDE lasting at least 2 weeks within the 3 months; 

(c) symptoms of at least moderate severity (a score of ≥17 on the Kiddie Schedule for 

Affective Disorders and Schizophrenia (K-SADS) Mania Rating Scale (MRS)39 or a score 

of ≥16 on the K-SADS Depression Rating Scale (DRS)40 for at least 1 week over the 

previous month). BD I/II participants also had to be willing to engage in pharmacotherapy 

with a study psychiatrist. Exclusion criteria for both groups included meeting a current 

DSM-IV-TR diagnosis for a substance use or pervasive developmental disorder or being in a 

family where the child was a victim of current physical or sexual abuse (in which case 

appropriate notifications to the Department of Child Services and referrals for care were 

made).

2.2 | Measures

To assess bipolar mood symptoms, participants were interviewed with at least one parent 

using the K-SADS MRS and DRS by trained MA/MD/PhD level diagnosticians. The MRS 

and DRS were used to rate the worst week over the past month. The ratings represent 

unfiltered symptoms, meaning that symptoms were rated based solely on their presence and 

independent of mood state or episode. When there were discrepancies between parent and 

youth, they were interviewed conjointly. For each item, consensus ratings were made by best 

clinical judgment. The MRS consists of 15 items and the DRS consists of 20 items. Items 
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are rated on a 6-point scale of severity, from 0 (“Not at All”) to 6 (“Extreme”). Only 13 

items for the MRS and 13 items for the DRS are used to compose the total mania and 

depression scores, respectively, as some items have redundancy (eg Number of Suicidal 

Acts, Suicidal Acts–Seriousness, Suicidal Acts–Medical Lethality). Due to the large number 

of K-SADS mood items relative to the sample size, we used only the 26 core items (13 for 

each the MRS and DRS) that compose the total mania and depression mood ratings for this 

study. Network analyses estimate a large number of parameters (ie the partial correlation of 

each variable with every other variable in the network), so increasing the sample size-to-

node ratio helps improve the reliability of results.41 For the high-risk participants, reliability 

(intraclass r values) across the three sites was 0.89 for DRS scores and 0.97 for MRS scores. 

For the BD I/II participants, reliabilities across the three sites were 0.89 for DRS scores and 

0.81 for MRS scores.

2.3 | Statistical analyses

2.3.1 | Network construction—All analyses were conducted using the “R” statistical 

software. Using the qgraph package,42 the network was constructed with the 26 K-SADS 

MRS and DRS symptoms (represented as “nodes”). The connections between nodes 

(“edges”) represent the partial correlation between the two nodes. The strength of the 

relationship between two nodes is referred to as the “edge-weight.” The initial correlational 

matrix was estimated using polychoric correlations, which estimate the association between 

two variables that are theorized to be continuous and normally distributed but are measured 

on ordinal scales. A Graphical gaussian model (GGM)43 was used to estimate the networks. 

To control for these spurious connections (false positives) when estimating parameter as well 

as to estimate a more parsimonious model, the GGM was regularized using the graphical 

LASSO glasso R package (glasso).44 Glasso regularization uses a tuning parameter, which 

controls the sparsity of the model via extended Bayesian information criteria (EBIC). Thus, 

the glasso algorithm corrects for Type I error and reduces the overall strength of parameter 

estimates by shrinking all parameters and minimizing small edge values to exactly 0. The 

regularization tuning parameter for this study was set at γ = 0.5 (the default tuning).45 

Finally, the Fruchterman-Reingold (“spring”) algorithm was used to determine node 

placement within the network, which places nodes with stronger average associations toward 

the center of the network.46

Within the visual representation of the model, green edges indicate a positive partial 

correlation between variables; red edges indicate negative partial association between 

variables. Additionally, the wider the edge, the stronger the association between variables.42 

While the network is constructed based on cross-sectional partial correlations, the edges are 

purported to have predictive effects. The direction of causation is not elucidated from 

network analyses; however, the presence of a causal effect is assumed.8,9,17 See Table S1 for 

a list of introductory network terms.

2.3.2 | Community detection analysis—Community detection within the network 

was examined using the well-established spin glass test in R package igraph.47,48 The spin 

glass method uses a top-down approach whereby the network is initially considered to be 

one community. A community is then detected when the average edge-weight and number of 
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edges between nodes are significantly greater than the average edge-weight and number of 

edges within another group of nodes.49 To increase reliability of results, a seed was set to 

run the algorithm 1000 times. The median number of clusters/communities was used as the 

final result.

2.3.3 | Network centrality analysis—To analyze the networks, node centrality was 

measured based on three indices–strength, closeness, and betweenness. Strength measures 

the sum of edge-weights (ie sum of partial correlations) connected to a node. Thus, strength 

signifies the total weight/“involvement” a node has in the network. Closeness measures the 

average distance from the node to all other nodes in the network, indicating which nodes 

represent a greater “risk” for eliciting other nodes. Betweenness measures the number of 

times that a node lies on the shortest path between two other nodes, indicating which nodes 

serve as a “hub” between other nodes. These values are standardized as z-scores (indicating 

the relative effect size of that node’s centrality parameter) for ease of interpretation.

2.3.4 | Bootstrapping centrality network parameters—Bootstrapping analyses of 

the centrality indices assess the stability of these indices and determine whether the ordering 

of centrality values is reliable. This was done using the bootnet R package and following 

methods outlined by Epskamp and colleagues.41 Centrality stability is computed by taking 

decreasingly smaller (case-dropping) subsets of the data and calculating the correlations 

between the centrality indices of the subsetted data and the original full sample. A total of 

2500 bootstrapped tests were performed and the default bootnet bootstrapping technique was 

applied, which uses a non-parametric approach whereby observations in the data are 

resampled with replacement to obtain new datasets. The stability of the centrality 

coefficients can be quantified using the CS-coefficient, with a cutoff of 0.25 indicating 

modest stability and 0.5 indicating strong/high metric stability.41 The CS-coefficient 

calculates the maximum proportion of cases that can be dropped (with 95% certainty) to 

maintain a correlation greater than 0.7 with the original centrality value.

2.3.5 | Sensitivity test—As a test of sensitivity, we examined whether the network of 

the full sample was different from the network of individuals with bipolar spectrum 

conditions (BSDs, excluding participants who had MDD only). The network of mood 

symptoms for participants with BSDs was constructed following the same methods outlined 

above. The full sample and the smaller sample were then compared based on their centrality 

indices as well as on their overall strength and edge-weight differences using the R package 

Network Comparison Test (NCT).50 The NCT is a two-tailed permutation test which 

conducts repeated calculations of differences between two networks (100 000 repetitions) 

for randomly regrouped individuals within each sample. The repeated comparisons create a 

distribution under the null hypothesis (assuming that the two groups are equal), to test for 

differences between groups. A significant difference between groups is set at an alpha level 

of .05.
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3 | RESULTS

3.1 | Demographic characteristics

The total sample consisted of 272 participants, of which 77 had BD-I, 68 with BD-II, 50 

were at high risk with BD-NOS, and 77 were at high risk with MDD. The sample consisted 

primarily of White, non-Hispanic, middle-class youth (see Table 1). Of note, all participants 

entered the study with at least subthreshold mood symptoms.

3.2 | Network composition

A total of 119 edges (out of a possible total of 325; 36.6%) were calculated to be greater 

than zero (see Figure 1; the values of the centrality plot are presented in Table S2). Overall, 

the network revealed mostly independent relationships within the manic and depressive 

mood poles, meaning that symptoms organized more closely with symptoms in the same 

mood pole rather than with symptoms of the opposing mood pole. The community detection 

analysis confirmed relative independence between mood poles, and revealed a total of four 

communities within the data. The largest two communities consisted of manic symptoms 

and depressive symptoms, respectively. Within the manic pole, two communities were 

separable from the bulk of manic symptoms–a symptom cluster consisting of irritability and 
anger [MRS2] and mood lability [MRS13] and another cluster consisting of psychotic 

symptoms (hallucinations [MRS11] and delusions [MRS12]).

Examination of the strength centrality index (Figure 2) indicated that depressed mood 
[DRS1] and fatigue [DRS7] were the strongest nodes, with z-scores of 2.0 and 1.8, 

respectively. Both symptoms organized in the relative center of the depressive symptom 

mood pole. Depressed mood [DRS1] connected most strongly to anhedonia [DRS6], suicidal 
ideation [DRS17], difficulties concentrating [DRS8], and irritable mood [DRS2]. Fatigue 
[DRS7] also connected most strongly to anhedonia [DRS6] and difficulties concentrating 
[DRS8] as well as hypersomnia [DRS12]. Insomnia [DRS11] and inappropriate guilt 
[DRS3] were the weakest nodes in the network.

Among manic symptoms, increase in goal-directed activity/motor hyperactivity [MRS5] 

(henceforth, “motor hyperactivity”) and racing thoughts/flight of ideas [MRS8] had the 

greatest strength, with z-scores of 1.4 and 1.3, respectively. Motor hyperactivity [MRS5] 

organized in the relative center of the manic symptoms and most strongly related to 

symptoms of unusually energetic [MRS4] and grandiosity [MRS6]. Racing thoughts/flight 
of ideas [MRS8] organized at the relative edge of the manic symptoms, most strongly 

connecting to accelerated, pressured or increased amount of speech [MRS7], distractibility 
[MRS10], and hallucinations [MRS11]. Surprisingly, elation [MRS1] was only the third 

strongest node among the manic symptoms (z = 0.8).

The centrality indices of closeness and betweenness were highly correlated (r = .92, P 
< .001). Thus, the results of these centrality indices are presented together. Psychomotor 
agitation [DRS9] stood out among symptoms within the centrality plot with a closeness z-

score of 2.6 and a betweenness z-score of 2.8. Mood lability [MRS13] had the next highest 

closeness and betweenness values. Psychomotor agitation [DRS9] and mood lability 
[MRS13] organized in the relative center of the network, and were the most central 
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symptoms connecting the two mood poles via symptoms of irritability [MRS2 & DRS2], 

difficulties concentrating [DRS8], and motor hyperactivity [MRS5]. Insomnia [DRS11] and 

psychomotor retardation [DRS10] had the lowest closeness and betweenness values in the 

network.

3.3 | Centrality stability

The case-dropping bootstrap of the centrality indices is shown in Figure 3. The stability of 

node strength is relatively strong (CS[cor = 0.7] = 0.52) and meets the cutoff for metric 

stability. This result indicates that the node strength values are stable and the order of node 

strength is reliable across 2500 bootstrapping models. However, the stability of node 

closeness and betweenness dropped below the necessary cutoff. The CS-coefficients 

indicated that betweenness (CS[cor = 0.7) = 0.05) and closeness (CS[cor = 0.7] = 0.05) were 

not stable in the case-dropping method, suggesting that the ordering of the betweenness and 

closeness indices should be taken with caution.

3.4 | Sensitivity analyses

The network for individuals with BSDs (excluding high-risk individuals with MDD) had a 

total of 100 edges (out of a possible total of 325; 30.8%) that were calculated to be greater 

than zero (see Figure S1). Even more so than the network of the full sample, the two poles of 

the BSD network were mostly independent of each other. The community analyses revealed 

a total of five communities that closely matched the full sample. The manic symptoms 

formed three communities, which were (a) psychotic symptoms (hallucinations [MRS11] 

and delusions [MRS12]), (b) irritability and anger [MRS2] and mood lability [MRS13], and 

(c) the remainder of the manic symptoms. The bulk of depressive symptoms formed their 

own community with increased appetite [DRS15] forming an isolated community separate 

from all other symptoms.

As in the full sample, the centrality indices indicated that depressed mood [DRS1] and 

fatigue [DRS7] were the two strongest symptoms in the network, followed by unusually 
energetic [MRS4], motor hyperactivity [MRS5], and racing thoughts [MRS8]. The case-

dropping bootstrap analyses for the bipolar spectrum network showed modest stability for 

the strength indices (CS[cor = 0.7] = 0.28); the closeness and betweenness indices did not 

show any stability (CS[cor = 0.7] = 0.0 for both; see Figure S2).

The NCT indicated no significant differences between the overall global strength (gs) of the 

two networks (gs of full sample = 9.7, gs of BSD sample = 8.5; P = .46) and no significant 

difference between edge-weights of the two networks (maximum difference in edge-weights 

= 0.1; P = 1.0), suggesting that the fully syndromal and high-risk BD spectrum samples had 

similar network structures.

4 | DISCUSSION

This study characterized the network of bipolar (depressive and manic) mood symptoms in 

adolescents with and at risk for bipolar disorder. Overall, symptoms tended to be most 

interrelated with symptoms of the same mood pole. Additionally, a total of four communities 

of symptoms within the network were detected: a community of depressive symptoms, a 
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community representing the majority of manic symptoms (including elated mood and 

symptoms related to energy/activity), a smaller community consisting of mood lability and 

irritability/anger, and, finally, psychotic symptoms. Within the overall network, depressed 

mood and fatigue were the most central symptoms in terms of their node strength. The 

centrality of depressed mood among mood symptoms is consistent with previous work of 

depression networks,22–24 as well as the general consensus that depressed mood is a core 

symptom of depression. Contrary to predictions, anhedonia was not ranked among the 

strongest symptoms in the network, although it did have a strong and close connection to 

depressed mood. Among manic symptoms, increase in goal-directed activity/motor 

hyperactivity and racing thoughts/flight of ideas ranked strongest, followed by elation. Of 

note, the strongest depressive and manic symptoms did not correlate with each other. This 

lack of correlation is consistent with findings from the network analysis of adults with both 

modest and more severe bipolar illness presentations.23

Interestingly, symptoms measuring the levels of energy/activity were among the most central 

to the bipolar mood network, including fatigue and motor hyperactivity. Characterizing 

increased vs decreased energy/activity as central symptoms of bipolar disorder is relatively 

novel, as the core symptoms of the disorder have historically been depressed and elated 

mood; however, increased activation is increasingly garnering attention and empirical 

support within the literature.51 Consistent with other network approaches, we found that 

fatigue/low energy were among the most central symptoms to depression.22–24 Among 

manic symptoms, some prior work has established symptoms of increased goal-directed 

activity and motor hyperactivity as central features of mania.29 These findings also support 

the recent addition of “increased energy or activity” as part of criterion A for the diagnosis 

of bipolar disorder in the DSM-5.31 Just as depressed mood and elation may increase the 

likelihood of fatigue and motor hyperactivity being activated, respectively, network theory 

posits fatigue and hyperactivity could have an impact on mood.

The elucidation of symptoms’ strength within the network has implications for determining 

risk and prognosis of adolescent bipolar disorder. Previous work has found that individual 

symptoms do not equally predict diagnosis and have different impacts on patient impairment 

and psychosocial functioning (ie there is symptom inequivalence).14,52 In models of 

depression, low mood and anhedonia have been found to outperform other individual 

depressive symptoms and sum scores of all depressive symptoms in predicting a diagnosis of 

depression and psychosocial impairment.21,53 Surprisingly, anhedonia in this study was only 

average in network strength among bipolar mood symptoms, which suggests it may not play 

a large role in bipolar disorder diagnosis or outcomes among adolescents with the disorder. 

Because symptoms of fatigue and motor hyperactivity, as well as depressed mood and 

elation, were among the strongest symptoms within the network, network theory suggests 

they would be particularly important in predicting diagnosis and prognostic outcomes of 

adolescent bipolar disorder. Further, these findings support a disaggregated approach to 

symptom measurement that weights each mood symptom based on its centrality in the 

bipolar network when conducting assessments of risk/diagnosis and predicting clinical 

outcomes.
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Community analysis of the network demonstrated that bipolar mood symptoms coalesce 

most strongly and closely with symptoms of the same mood pole, suggesting relative 

independence of depressive and manic symptoms. Two communities within manic 

symptoms diverged from the manic cluster, including psychotic symptoms (delusions and 

hallucinations) and a community containing mood lability and irritability and anger. The 

community of mood lability and irritability represents potential “bridge symptoms” based on 

their positioning between the two mood poles, their significant connections “bridging” the 

mood poles, and the high closeness and betweenness values (particularly for mood lability). 

Mood lability and irritability have been identified as hallmark symptoms in the 

phenomenology of at-risk and bipolar youth,28,54 and there is evidence to suggest that they 

pose risk for switching from major depression or unspecified bipolar disorder to bipolar I or 

II disorder.55 According to network theory, bridge symptoms indicate which symptoms pose 

the greatest risk for activating disparate parts of the network.10 Based on this theory, mood 

lability and irritability may pose risk for switching or transitioning to the opposing mood 

pole. Additionally, the presence of mood lability and irritability may increase the likelihood 

of developing or maintaining mixed episodes.

The findings have implications for testing and developing clinical assessments. Network 

theory posits that incorporating central symptoms as initial or primary symptoms of 

assessment would likely improve efficiency and accuracy of psychiatric diagnosing. Thus, 

depressed mood, elated mood, fatigue, and motor hyperactivity represent central symptoms 

to assess first in adolescent bipolar disorder. Mood lability and irritability also represent 

important symptoms and appear to be particularly important to assess for risk of conversion 

from depression to mania and/or mixed features. These central symptoms and the 

elucidation of connections between these symptoms (eg the relationship between depressed 

mood, irritability, and mood lability) could be used in the creation of interactive, adaptive 

diagnostic testing.13 Since stronger relationships between symptoms suggest a higher 

probability of the two symptoms being present, adaptive tests could assess for symptoms 

that are most strongly connected in succession to more quickly arrive at a diagnosis. For 

example, an adolescent who endorses depressed mood would next be assessed for irritability 

and then mood lability in an assessment for risk or presence of bipolar disorder. Conversely, 

symptoms that were not central in the network (eg insomnia and guilt) may not be necessary 

for briefer clinical assessments.

Based on network theory, central symptoms and pathways also represent efficient and 

effective avenues for change within adolescent bipolar patients.16 Psychosocial and 

pharmacological treatments have been shown to be efficacious in reducing and stabilizing 

depressed and manic mood symptoms in bipolar adults and youth.56 The centrality of 

symptoms related to activation (eg fatigue and motor hyperactivity) suggests that intervening 

specifically on these symptoms would also be effective and efficient in treating bipolar 

illness. Recent work has found that increased motor activity, but not mood, predicts 

circadian and sleep dysregulation within bipolar disorder, suggesting that intervening on 

motor activity and energy may be more efficacious for these symptoms than targeting mood.
57 Preliminary findings suggest that behavioral interventions for the management of sleep 

and insomnia–which often address levels of daily or nightly activation–reduce rates of 

bipolar relapse and improve general functioning.58,59 Behavioral activation has large effects 

Weintraub et al. Page 10

Bipolar Disord. Author manuscript; available in PMC 2020 March 23.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



on anhedonia and fatigue, in addition to depressed mood60; however, this work has not been 

tested in depressed or adolescent bipolar populations. Testing the efficacy of treatments that 

seek to increase behavioral engagement and energy in depression and manage activity/

energy in mania seems warranted.

The bootstrapping analyses indicated that the strength centrality index was fairly robust, 

meaning that the node strengths are reliable and stable parameters that can be compared 

among each other. Consistent with prior work,41 the centrality indices of closeness and 

betweenness were not very stable, so the results related to closeness and betweenness must 

be taken with caution and require replication in a larger sample before firm conclusions can 

be made. Importantly, the construction of the network using LASSO regularization requires 

sufficiently strong partial associations between nodes for edge-weights to be produced.41 As 

such, LASSO regularization creates a sparse network model. The network analyses in this 

study revealed a relatively interconnected model within mood poles, but more sparse 

connections between mood poles. This would suggest that mood symptoms within the same 

mood pole strongly relate to one another, but that only a select few symptoms play a role in 

influencing the opposing mood pole.8,26 All the relationships shown in the network are 

significant and suggest some causal relationship between these symptoms under the network 

theory. However, the directionality of causation is unclear, and true tests of causation via 

pre-post data were not possible. In a cross-sectional network, relationships between nodes 

may result from shared item content, a reciprocal effect (ie co-occurrence of symptoms), or 

the effect of an unmodeled variable.61 These limitations of cross-sectional network analyses, 

in addition to controversy over the replicability of network analyses, underscore the 

importance of not assigning causal directionality in cross-sectional networks.62

There are other limitations of the study. First, the study is based on a combination of at-risk 

and pediatric bipolar disorder samples which, while a strength for identifying early 

representations of the symptom network, limits our conclusions about symptoms 

relationships in patients with more chronic presentations of bipolar disorder. Mania scores in 

adult samples would have been more severe and variable. It is possible that the lower range 

of symptom severity of patients in this study, especially our high-risk sample, limited how 

strongly interconnected the network would be. Second, the relatively small sample sizes 

limited our ability to include more variables (including comorbid psychiatric symptoms) 

within the network, compare edge-weights of the network, and interpret the closeness and 

betweenness indices with confidence. The limited sample size precluded reliable estimation 

and comparison of networks for subsamples of the study (high-risk vs fully syndromal BD). 

Future investigation and comparison of the relationships between mood symptoms and 

comorbid psychiatric symptoms across various stages of bipolar illness will more clearly 

elucidate the dynamic symptom relationships that may give rise to the disorder. Third, we do 

not report goodness-of-fit tests for the networks as these metrics for network analyses do not 

yet exist.63 Finally, this study assessed symptoms in a relatively simplified manner, as 

network nodes were measured cross-sectionally. Dynamic models that measure symptoms 

longitudinally to examine how networks change/evolve over time are at the vanguard of 

network analyses, but require very large datasets to reliably compare network parameters. 

Future work would also benefit from investigation of underlying mechanisms/processes that 

may give rise to and/or mediate symptoms.
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This study examined the networks of bipolar mood symptoms in syndromal and 

subsyndromal adolescents. Considering the preponderance of work on network analyses 

have relied on self-report measures, a significant strength of this study is the use of clinician-

rated assessments measured in adolescents with recently emerging bipolar mood symptoms. 

Overall, this study provides an initial examination of the central symptoms and pathways in 

the early courses of the illness. Future research should seek greater specificity within the 

bipolar mood network (eg examining bipolar mood subtypes), differences between symptom 

pathways to determine which pose the highest risks, and whether bipolar mood networks are 

consistent over a longer course of the illness.
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FIGURE 1. 
Network of 26 bipolar mood symptoms in adolescents with bipolar I/II disorder or at high 

risk for bipolar disorder (N = 272)
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FIGURE 2. 
Centrality indices of strength, closeness, and betweenness (values are shown as standardized 

z-scores) in adolescents with bipolar I/II disorder or at high risk for bipolar disorder (N = 

272)
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FIGURE 3. 
Centrality stability plot–the lines indicate the means of the average correlation between 

centrality indices of networks sampled with persons dropped and the original sample. 

Shaded areas around the lines represent the range of correlations from the 2.5th quantile to 

the 97.5th quantile
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