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Polarity decisions are central to many processes, including mitosis
and chemotropism. In Saccharomyces cerevisiae, budding and mat-
ing projection (MP) formation use an overlapping system of cortical
landmarks that converges on the small G protein Cdc42. However,
pheromone-gradient sensing must override the Rsr1-dependent in-
ternal polarity cues used for budding. Using this model system, we
askedwhat happenswhen intrinsic and extrinsic spatial cues are not
aligned. Is there competition, or collaboration? By live-cell micros-
copy and microfluidics techniques, we uncovered three previously
overlooked features of this signaling system. First, the cytokinesis-
associated polarization patch serves as a polarity landmark indepen-
dently of all known cues. Second, the Rax1-Rax2 complex functions
as a pheromone-promoted polarity cue in the distal pole of the cells.
Third, internal cues remain active during pheromone-gradient track-
ing and can interfere with this process, biasing the location of MPs.
Yeast defective in internal-cue utilization align significantly better
than wild type with artificially generated pheromone gradients.
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Cell polarity is central to all living organisms for proliferation,
differentiation, and morphogenesis. Examples of polarity-

associated processes are widely distributed during embryo devel-
opment, chemotaxis of bacteria or immune cells, chemotropism
observed during axon guidance, cell migration, epithelial polarity,
and asymmetric cell division. Similarly, malfunction of polarity
mechanisms is associated with diverse pathological conditions such
as neurodegenerative diseases, genetic disorders, and cancer (1–3).
During polarity establishment, cells are able to interpret a

variety of cues of different types. Extracellular, spatially distrib-
uted cues include gradients of chemoattractants (chemotaxis/
chemotropism), tissue stiffness (durotaxis), and substrate adhe-
sion (haptotaxis). Mammalian cells exposed to a uniform che-
moattractant concentration become highly polarized (4) in ways
that reveal intrinsic polarity biases (5). For example, the position
of the centrosome defines the polarity axis in neutrophils stim-
ulated with uniform concentrations of the bacterial chemo-
attractant peptide fMLP (6). Intrinsic biases can constrain the
dynamics of polarity proteins but are thought to be overwhelmed
by external gradients (7). This is especially interesting in the
cases where input cues are conflicting. Data suggest that over-
lapping gradients of different chemoattractants compete with
each other in the response of cells, suggesting the existence of a
hierarchy of chemoattractants (8). However, the dynamics of the
competitions between multiple external signals or between ex-
ternal and internal cues is far from understood.
In this complex context, a question that still remains unan-

swered is how multiple overlapping signals are interpreted, pro-
cessed, and integrated so that a cell makes an appropriate polarity
response. To address this issue, the current study focused on a
polarization system controlled by the small G protein Cdc42, a
master regulator of cell polarity throughout eukaryotic cells (9, 10),

using Saccharomyces cerevisiae as a model system, which is arguably
one of the best studied examples of cell polarity (11, 12).
Yeast polarize their growth following both internal cues (during

cell division to form a bud) and external cues (in response to
sexual pheromone gradients to find a mate). In both cases, a core
set of proteins concentrates to form a polarity patch. Cdc42 is
locally activated (exchanging GDP for GTP) by its guanine nu-
cleotide exchange factor (GEF) Cdc24, and this interaction is
stabilized by the scaffold protein Bem1 (13, 14). In a positive
feedback loop, Cdc42-GTP recruits more of the Bem1-Cdc24
complex, helping to activate more Cdc42 (15). Therefore, polari-
zation in this system is a highly self-reinforcing process. Cdc42-
GTP then recruits the formins Bni1 and Bnr1, which nucleate
linear actin filaments. Bni1 is part of the polarisome, a complex
organized by the Spa2 and Pea2 proteins, which acts as the focal
point for polymerization of actin monomers into actin cables (16,
17). Transport of membrane vesicles along these cables allows
polarized cell growth.
The direction of polarization is controlled by distinct cues

during budding and mating. For budding, polarization is directed
to specific sites on the cell surface by internal landmark proteins,
known as budding cues. During mating, yeast use extracellular
cues: haploid cells of the mating types MATa and MATα secrete
a- and α-factor pheromones, respectively, forming gradients that
the cell of the opposite mating type detects and tracks to form a
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mating projection (MP) (18). Because budding cues and phero-
mone gradients use the same core polarity machinery based on
Cdc42, there is potential for the distinct cues to compete with each
other. Thus, this system provides a good platform to study the in-
tegration of spatial information by the Cdc42 module in eukaryotes.
Budding cues are localized at both poles of the cell (Fig. 1A).

The proximal pole of a daughter cell is defined by the place where
cytokinesis occurred, whereas the distal pole is located opposite to
it. Haploid yeast follow an axial budding pattern, in which buds
form adjacent to the immediately preceding division site (next to
the proximal pole in first-time mothers). In contrast, diploid cells
use a bipolar pattern, placing the first bud usually at the distal pole
and, in subsequent divisions, at either pole (19, 20). At the mo-
lecular level, Axl2/Bud10 and Bud9 are the proximal cues while
Bud8 is the distal cue (21). Axl2 is positioned next to the latest
cytokinesis ring by a complex formed by Bud3, Bud4, and the
haploid-specific protein Axl1 (22). Axl2 dominates over the other
cues, causing axial budding in haploids. In some yeast strains, like
those from the W303 background, Axl2 is inefficiently positioned
due to a mutation in Bud4, and therefore budding follows a mixed
axial-bipolar pattern (23). In diploids, yeast use Bud9 and Bud8 to
choose either pole. In late G1, these protein landmarks locally
activate the small G protein Rsr1/Bud1 by recruiting its GEF
Bud5 (24, 25). Active Rsr1-GTP brings Cdc24 to the membrane,

which activates Cdc42 to initiate budding (26). Precise spatio-
temporal regulation of the activity of Rsr1 is achieved by regula-
tion of the localization of its inhibitor Bud2, a GTPase-activating
protein (27). In the absence of Rsr1, the Cdc42 module is acti-
vated stochastically at a random place on the cell cortex (28),
resulting in randomly placed buds (29, 30).
Mating pheromones stimulate cellular responses by binding a

G-protein–coupled receptor (Ste2 in MATa and Ste3 in MATα)
(Fig. 1B), which then triggers dissociation of a Gαβγ hetero-
trimer into Gα (Gpa1) and Gβγ (Ste4 + Ste18) (31). Free Gβγ
recruits the scaffold protein Ste5 and the adaptor protein Far1 to
the plasma membrane. Ste5 activates a MAPK-dependent cas-
cade that induces mating-related genes, stimulates polarization,
and arrests the cell cycle in G1 phase (32, 33). Far1 associates
with Cdc24 and thus links activated receptors to the Cdc42 po-
larization module (34, 35). In this way, the pheromone gradient
biases the cytoskeleton and cell growth in the direction of the
mating partner. If Gβγ is decoupled from the polarity machinery
(e.g., by mutations that disrupt Far1-Cdc24 binding), yeast can-
not track gradients, and instead MPs form at a default site, de-
fined supposedly by the budding cues (36, 37). Similarly, during
isotropic stimulation, yeast form MPs guided to the default site
(38). The evidence supporting the use of budding cues as default
site comes from experiments with randomly budding cells, such as
Δrsr1, that seem to place their MPs randomly as well. However,
because in that work (38) the positions of MPs were measured
relative to bud scars that were themselves randomly placed, it was
not possible to define whether the MPs were positioned randomly
relative to the proximal and distal poles. Thus, the question re-
mains as to whether MPs follow budding cues.
The interaction between budding cues and pheromone-gradient

tracking is still controversial. Two main models have been pro-
posed for gradient detection in S. cerevisiae: global and local
sensing (39). In the first case, polarization would form directly
toward the pheromone source as a global reaction of the system.
For that to take place, it was thought that proper detection of
pheromone gradients involved inactivation of (see ref. 40), or in-
terference with, internal budding cues. The latter might be ac-
complished, for example, by strongly biasing Cdc24 association
toward Far1 instead of Rsr1 (35). In the local-sensing model, an
initial “exploratory” polarity patch, established independently of
gradient direction, would gradually correct its position through
local sampling of the concentration of pheromone. This is possible
because the polarity patch is highly dynamic and mobile, especially
at low α-factor concentrations (41, 42). In this scenario, inactiva-
tion of budding cues might not be necessary. In fact, it was recently
suggested that this initial patch forms at budding cues (43, 44).
Considering that budding cues remain active during phero-

mone stimulation, we decided to revisit this simple, yet unanswered,
question: What happens when intrinsic and extrinsic spatial cues
are not aligned? Is there competition, so that internal cues in-
terfere with efficient gradient sensing, or collaboration? While in
the process of answering this question, we discovered that the
default polarization site in response to pheromone is the result of
a much more complex system of landmarks, which has, surpris-
ingly, remained unnoticed. Once this system was uncovered, we
found that intrinsic polarity sites indeed can interfere with
pheromone-gradient sensing and that their removal significantly
improves gradient tracking.

Results
Default Polarization Sites Interfere with Gradient Sensing. To answer
the question of how internal and external cues interact, we first
analyzed how yeast orient in the pheromone gradients created in
our microfluidic devices (45). Unless otherwise indicated, we
used, as the parent strain, a MATa Δbar1 strain of the W303
background (SI Appendix, Table S1) (46). Deletion of BAR1,
which encodes a secreted α-factor protease, prevents self-induced

Fig. 1. Internal cues and the mating-pheromone-response pathway converge
on the activation of Cdc42. (A) The proximal and distal poles of a daughter cell
are specified relative to the position of the mother cell. For budding, axial-
budding cells utilize the protein Axl2, the axial landmark, which is positioned
in every cell cycle adjacent to the last division site (the proximal pole in
daughter cells) by the action of Bud3, Bud4, and Axl1. Bipolar budding cells use
distal-pole Bud8 and proximal-pole Bud9 to choose the budding site. The Rax1-
Rax2 complex participates in the localization of both Bud8 and Bud9. (B) In late
G1, Axl2, Bud8, or Bud9 (depending on cell type and condition) can recruit
Bud5, which activates Rsr1, which then brings Cdc24, the Cdc42 GEF, to the
membrane to generate a concentrated pool of active Cdc42-GTP. During
mating in MATa cells, α-factor binds to its receptor Ste2, and the activated
receptor dissociates the G-protein trimer into Gα (not illustrated) and Gβ/Ste4.
Ste4 recruits the scaffold protein Ste5 (not illustrated) and the adaptor protein
Far1 in complex with Cdc24 to the side of the membrane exposed to the higher
concentration of α-factor. As in budding, Cdc24 locally activates Cdc42. (C)
Definition of the three angles measured in our studies: θ, the angle of align-
ment; ϕ, the neck angle; and ω, the angle to the proximal pole.
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changes in the α-factor concentration (47). For the gradient assay,
we used a derivative with the pheromone-inducible reporter PPRM1-
YFP to calibrate the α-factor concentrations in the device. We
placed cells in 300-μm-wide chambers and then formed a linear
α-factor gradient from 0 to ∼12 nM (SI Appendix, Fig. S1 A–D).
After 2 h, we measured the angle of the MP relative to the gra-
dient, θ (Fig. 1C). For quantification, we divided the chamber into
eight equal-size regions, from low to high α-factor. At the
lowest end of the gradient (SI Appendix, Fig. S1E, regions 1
and 2), yeast did not arrest, and hence there were no MPs. In
region 3, with average α-factor concentration between 1 and 4 nM,
yeast oriented best [mean cosθ of 0.81 ± 0.03 (a perfectly oriented
MP has cos(0°) = 1) and low SD of angles] (SI Appendix, Fig. S1 E
and F). At higher α-factor, orientation progressively deteriorated
to random (mean cosθ close to zero and a high SD). Previous work
obtained similar overall gradient-tracking performance (mean
cosθ) and also found that gradient sensing is best at low α-factor
(48–50). In all subsequent microfluidic experiments, we used the
cosine and the SD of θ to define the region of good alignment.
To evaluate if the internal bud-position cues affect MP posi-

tioning when yeast are challenged with pheromone gradients, we
first determined the default site used by our parental strain. This
is important because yeast are immobilized on the glass bottom
of the device chamber in random orientations, and thus the
orientation of the default site with respect to the pheromone
gradient will vary in the cell population. We evaluated the po-
sition of the default MP site by stimulating cells with isotropic
(no gradient) α-factor at a concentration at which the strain used
detected gradient direction well in the device (5 nM). We did this
by measuring the angle between the MP and the proximal pole,
ω, in daughter cells (Fig. 1C). Nearly all MPs formed at or near
the distal pole, indicating that this is the default site for MPs
(Fig. 2B). This was surprising, because for budding these cells
used both proximal and distal poles (Fig. 2A). This result is an
indication that MP and bud-site selection use different rules.
Next, we performed gradient-sensing experiments. To simplify

the analysis, we divided daughter cells into three groups based
on the “neck angle” (i.e., between the cell’s proximal-distal axis
and the gradient direction), ϕ (Fig. 1C). The results strongly sup-
ported the hypothesis that default sites interfere with gradient
sensing (Fig. 2C). Cells oriented well when the default site neither
faced nor opposed the gradient (group II), even better when the
default site faced the gradient (group I), and worse when it op-
posed the gradient (group III). Note that we measured the angle of
the first polarized growth direction, before MPs could reorient to
correct their initial MP direction (see example of a reorienting MP
in Fig. 2D, cell 3) (49). Remarkably, only a small fraction corrected
their gradient alignment (24 ± 7%).
We obtained the same qualitative results using cells of another

commonly used genetic background, S288C. These cells used the
proximal pole for both budding and MPs (SI Appendix, Fig. S2A).
The proximal-pole preference was due to the presence of a
functional Bud4 protein since swapping alleles between S288C
and W303 largely swapped their budding and MP default sites as
well (SI Appendix, Fig. S3). When exposed to an α-factor gradient,
S288C cells showed the same biases as W303 cells, but, due to the
opposite location of their default site, the behavior in groups I and
III was reversed (compare Fig. 2C and SI Appendix, Fig. S2C).
Thus, when gradient and default sites are opposed, the conflict

between external and internal cues is such that the cell’s choice is
usually incorrect. These findings provide solid evidence that in-
trinsic polarization landmarks can interfere with gradient sensing.

A Pheromone-Specific Cue Independent of the Mitotic-Landmark
System. The above results suggest that inactivating the molecu-
lar components of internal cues might improve gradient-sensing
capabilities. To obtain such cueless strains, we first tried Δrsr1
cells, which, as expected, budded randomly (Fig. 3B, Top) due to

the interrupted communication between the Cdc42 module and
the landmark proteins Bud8, Bud9, and Axl2 (Fig. 1A). Un-
expectedly, in uniform pheromone, Δrsr1 cells formed MPs with
a clear distal bias (Fig. 3B, Bottom). Distal MP formation was
also seen in the proximal-budding strain Δbud8 and in the triple
landmark deletion strain Δbud8 Δbud9 Δaxl2 (Fig. 3 C and D).
Taken together, in contrast to previous literature (38), these

Fig. 2. Internal polarity cues interfere with gradient sensing. (A and B)
Budding and MP default sites used by the MATa Δbar1 strain ACL379. Yeast
were imaged during vegetative growth or after stimulation with isotropic
(no gradient) 5 nM α-factor (αF). In daughter cells, the angle between the
proximal pole and the first bud or MP, ω, was measured as illustrated by the
diagram (Fig. 1C). Images show the measurement of ω for two different
daughter cells, D1 and D2. (Scale bar, 5 μm.) Polar plots show distributions of
ω. Note the “no polarization zone” at angles between −30° and 30°. (C)
Δbar1 cells (ACL379) were exposed to a gradient of α-factor in a microfluidic
device. Daughter cells were divided into three groups depending on ϕ (Fig.
1C): group I, distal pole facing the gradient (jϕj > 120°); group II, distal pole
perpendicular to the gradient (60° < jϕj < 120°); and group III, distal pole
facing away from the gradient (jϕj < 60°). Polar plots show the distributions
of θ, the angle of alignment, where 0° corresponds to perfect alignment. The
mean cosθ ± SEM is indicated in each group. Arrows indicate the angles of
alignment of the three cells shown in D. The data from four independent
experiments were pooled (total number of cells: 270). (D) Examples of cells
from group III. For each cell, ϕ and θ are indicated. The pheromone source is
on the right. (Scale bar, 5 μm.)
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observations pointed to the existence of a pheromone-specific
cue at the distal pole independent of Bud8 (the only budding
cue that directs budding to the distal pole) and of Rsr1.
We then found evidence indicating that this MP-specific distal

cue is the Rax1-Rax2 complex. First, deletion of RAX1 caused
MPs to become mostly proximal (Fig. 3E). This bias was Axl2-
dependent since it disappeared when we deleted AXL2 or RSR1
in the Δrax1 strain (Fig. 3 F and G). Second, and more impor-
tantly, Δrsr1Δrax1 cells made randomly positioned MPs. In-
terestingly, the quadruple mutant Δaxl2 Δbud8 Δbud9 Δrax1 had
a slight residual distal tendency (Fig. 3H), suggesting that Rsr1
might also work as a weak distal cue. Lack of internal landmarks
in Δrsr1Δrax1 cells did not affect the shape of MPs or the dy-
namics of polarity patch formation (SI Appendix, Fig. S4), sug-
gesting that these landmarks’ only role might be to bias polarization
to specific locations. The above results were independent of genetic
background: Δrsr1 made distal MPs and the Δrsr1Δrax1 made
randomMPs in S288C cells as well (SI Appendix, Fig. S5). This was
expected since in Δrsr1 strains the genetic status of BUD4 should be
irrelevant (Fig. 1 A and B). Thus, at low α-factor, Δrsr1Δrax1 yeast
are cueless for MP formation.

The Cytokinesis Patch as a Seed for MPs, Independently of Internal
Cues. Surprisingly, when we tested the Δrsr1Δrax1 strain in uni-
formly high (1 μM) α-factor, MP positioning was not random.
Instead, a significant fraction of the cells used the proximal pole
(Fig. 4A), suggesting the existence of additional regulation. Fur-
ther investigation revealed that MP positioning in high α-factor
depended strongly on the cell-cycle position at the time of stim-
ulation (Fig. 4B). This was true not only in Δrsr1Δrax1 but also in
the parent strain. If daughter cells were still buds at the time of
pheromone stimulation (“cycling” cells) (Fig. 4B), they uniformly
formed MPs around the proximal pole at high α-factor concen-
tration. In contrast, if daughters were already in G1 when we
added α-factor, they behaved as when stimulated with low α-fac-
tor: the parent strain used the distal pole, whereas the Δrsr1Δrax1
cells placed MPs in random locations (Fig. 4 B–D). Moreover,
cycling cells made proximal MPs in all landmark-deletion strains
tested, including the triple-cue deletion strain Δaxl2 Δbud8 Δbud9

(SI Appendix, Fig. S6 A–F), as well as in Δrsr1 and Δrsr1 Δrax1
strains of the S288C background (SI Appendix, Fig. S7). Thus, in
cycling cells there is an Rsr1- and Rax1-independent mechanism
that operates at high α-factor concentrations and directs MPs to
the proximal pole. The existence of this mechanism, together with
the Rax1/Rax2-dependent default site at the distal pole, explains the
behavior of cycling wild-type cells across all α-factor concentrations
(Fig. 4C). In contrast, G1 cells selected the distal pole at all
pheromone concentrations.
We wondered why cycling and G1 cells behaved so differently.

One obvious difference is that cycling cells make an MP only
after finishing cytokinesis, whereas G1 cells can immediately ex-
ecute a chemotropic response. Thus, we monitored the polarity-
patch dynamics in cycling and G1 cells using strains expressing
Bem1 (see the Introduction) fused to three tandem copies of
mNeonGreen (Bem1-3xmNG). In G1 cells, Bem1-3xmNG trans-
located directly to the distal pole to form a new polarization site
(Fig. 5 A and B and Movie S1). In cycling cells, the presence of
α-factor seemed to prevent the dispersal of the cytokinesis-
related polarity patch, which normally occurs when cells enter
G1. Instead, this patch persisted at the neck and appeared to be
used directly for MP polarization (Fig. 5B and Movie S2).
If the above interpretation is correct, it would explain why

cycling cells choose the proximal pole even in the absence of Rsr1
and Rax1 at high α-factor concentration (Fig. 4 and SI Appendix,
Fig. S7). That is, the prepolarized structure at the neck could hold
the pheromone-pathway polarity components at that site. A good
candidate is Gβ (Ste4) because it is at the neck during cytokinesis
even in the absence of α-factor (51) (Fig. 5 C, Left, and Movie S3)
and might be tethered to the patch by the Far1-Cdc24 complex.
Monitoring a YFP-Ste4 patch at the neck showed that, indeed,
when pheromone was added, Ste4 moved only slightly to the side
of the cytokinesis site, where an MP then formed (Fig. 5 C, Right,
and Movie S4). Blocking the connection between the patch and
Ste4 should abolish proximal MP positioning. To test that, we used
a Δbud8 Δbud9 Δaxl2 strain that also expresses Cdc24-m1, a mu-
tant protein with an impaired association with Far1, but normal
binding to Rsr1. In this strain, MPs showed a strong distal-pole
bias (Fig. 5D), indicating that the proximal-pole choice did involve

Fig. 3. Simultaneous deletion of RAX1 and RSR1
results in random MPs in low αF. Distribution of the
angle ω in daughter cells for the first bud (red) or the
MP in response to uniform 5 nM α-factor (green) in
the parent strain (ACL379) (A) or in the indicated
deletion strains (B–H). In all cases, the angle distri-
butions were divided into 30° bins, and the fraction
of cells in each bin was calculated. Note that the
data for strain ACL379 are the same as in Fig. 2A but
displayed in a linear histogram (absolute value of ω).
Data from at least three to four independent ex-
periments were pooled to calculate the means ±
SEMs (bars and whiskers). Strains: parent strain
(ACL379); Δrsr1 (YGV5405); Δbud8 (YGV5429); Δbud8
Δbud9 Δaxl2 (YGV5433); Δrax1 (YGV5259); Δrax1Δxl2
(YGV5408); Δrsr1Δrax1 (YGV5838); and Δbud8 Δbud9
Δaxl2 Δrax1 (YGV5839).
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the connection between the mating pathway and the cytokinesis
patch via the Far1-Cdc24 tether.

Dose-Dependent Switch Depends on MP Patch Mobility. What, then,
explains the dose-dependent switch from proximal-pole to
distal-pole MP formation in cycling cells (Fig. 4C)? We imagined
two alternatives. At low α-factor concentrations, the patch at the
neck might either fall apart and reform directly at the distal pole, or
instead it might migrate through the plasma membrane. Obser-
vations of Bem1-3xmNG in cycling cells exposed to 5 nM α-factor
seemed to support the migration alternative because in all cells
analyzed we detected a slow movement of a broad Bem1 signal
from the neck toward the distal pole (Fig. 6A and Movie S5).
Migration could be the result of fast cycles of partial disassem-
bly followed by reassembly in a nearby location, with an overall
directional movement toward the distal pole. Patch migration
presumably happens at lower α-factor doses because the polarity-
patch mobility increases under these conditions (41, 52).
To further test the idea that patch migration plays a role in the

dose-dependent switch in MP localization, we artificially in-
creased patch mobility by deleting SPA2 or PEA2, which encode
two components of the polarisome. The instability of the patch in
these mutants is reflected in the shape of the MPs, which are
significantly broader at high α-factor (53). As with lowering the
dose of pheromone, these deletions resulted in a reduced fre-
quency of MPs at the proximal pole at high α-factor (Fig. 6B)
and migration of the Bem1-3xmNG cap away from the bud neck
(Fig. 6C and Movie S6). MPs formed elsewhere, resulting in an
essentially random distribution (Fig. 6B), consistent with the
hypothesis that movement of the polarity patch allows it to escape
the neck prepolarization. Further increasing patch mobility in Δspa2
or Δpea2 cells by also lowering the α-factor concentration resulted
in MPs forming mainly at the distal pole (Fig. 6D), indicating that
the polarisome is not required for use of the distal landmarks
during pheromone stimulation [contrary to what happens during
budding, which was random in these strains (54) (Fig. 6E)].

In a reciprocal experiment, we reinforced the stability of the
cytokinesis patch and asked if this blocked the switch from
proximal-pole to distal-pole MPs. We did this by deleting the
neck-localized Cdc42 inhibitor Rga1 (55–57). Indeed, the absence
of Rga1 in cells exposed to 5 nM α-factor resulted in proximal
MPs in both the parent and Δrsr1Δrax1 strains (SI Appendix, Fig.
S8), further supporting the hypothesis that patch migration re-
quires destabilization of the initial cytokinesis patch.
Taken together, these results indicate that the increased patch

mobility at low α-factor explains why, under these conditions,
cycling cells use similar sites for MPs as do G1 cells by de novo
polarization (SI Appendix, Fig. S6).

Improved Gradient-Sensing in Cueless (Δrsr1 Δrax1) Cells. With a
better understanding of how internal landmarks govern default-site
positioning of MPs, we next evaluated the performance of the
landmark-free Δrsr1 Δrax1 mutant in a gradient device, expecting
that an improvement might be seen in those daughter cells that
had their default polarization sites opposed to the direction of the
gradient. To this end, we classified Δrsr1 Δrax1 daughters into the
same three groups that we had used for the parent strain (Fig. 2C).
We did not discriminate between G1 and cycling daughters be-
cause, at the α-factor concentrations used to score gradient sens-
ing, MP positioning in Δrsr1 Δrax1 cells (and in their parent strain)
is not influenced by cell-cycle position (Figs. 3G and 4C). As
predicted, the Δrsr1 Δrax1 cells tracked gradients well even when
the gradient direction was opposed to the default site (group III
cells, Fig. 7 A, Left), outperforming in this case the parent strain
(Fig. 7 A, Right). Thus, the presence of landmarks that direct MPs
to the default site hinders gradient sensing. As in the parent strain,
only a few of those cells that oriented incorrectly managed to
reorient (18 ± 4%), indicating that the correcting mechanism is
independent of internal landmarks.
Like W303-background cells, S288C-background Δrsr1Δrax1

cells tracked gradients better than their parental strain when
exposed to α-factor gradients, as evident in the group I cells in

Fig. 4. Default sites differ between G1 and cycling
cells. (A) Exponential cultures of the Δrsr1 Δrax1
strain YGV5838 were subjected to live-cell imaging
in the presence of 1 μM α-factor. The angle of the
MP relative to the proximal pole (ω) was measured in
daughter cells as in Fig. 3. (B, Left) Diagram illus-
trating classification into G1 and cycling daughter
cells at the time of the addition of α-factor. (B, Right)
Distribution of angle ω in cycling and G1 Δrsr1Δrax1
cells from A. (C) Distribution of angle ω in cycling
and G1 cells of the ACL379 parent strain exposed to
the indicated pheromone concentrations. Data from
three independent experiments (points) were
pooled to calculate the mean ± SEM (bars and
whiskers). (D) Time-lapse images of ACL379 cells
from C stimulated with 5 or 500 nM αF. Numbers
correspond to time in minutes after pheromone
addition. Arrowheads indicate the position of the
MP. (Scale bar, 5 μm.)
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Fig. 5. Polarity-patch dynamics during default MP site selection. (A) Time-lapse fluorescence microscopy of YGV5097 cells expressing Bem1-3xmNG (three
copies of monomeric NeonGreen fluorescent protein in tandem) with different bud sizes (a proxy for cell-cycle position). Arrowhead colors indicate the
different patterns of Bem1 localization: concentrated during apical growth of incipient and small buds (yellow), in the periphery of big buds during isotropic
growth (green), and at the neck during cytokinesis (red). (B, Left) Distribution of MP angle ω in G1 (Top) and cycling (Bottom) Bem1-3xmNG cells. (B, Right)
Dynamics of Bem1-3xmNG in typical G1 (Top) and cycling (Bottom) cells exposed to 1 μM α-factor. Arrowheads mark the location of the Bem1 patch. (C) Time-
lapse images of cells expressing N-terminally YFP-tagged Ste4 (TCY3064) in vegetative growth (“No αF”) or after exposure to 1 μM αF. In A, B, and C, times of
image acquisition are indicated in minutes. (D) Distribution of MP angle ω in cycling Δbud8 Δbud9 Δaxl2 cells expressing Cdc24-YFP (YGV6097) or Cdc24-m1-
YFP (YGV6100) after exposure to 1 μM αF. Images illustrate the localization of Cdc24-YFP and Cdc24-m1-YFP after 2 h of exposure to αF. Note the absence of
nuclear Cdc24-YFP in the m1 mutant due to the interrupted interaction with Far1. (Scale bars, 5 μm.)
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which the default site of the parent cells opposed the direction of
the gradient (Fig. 7B).

Discussion
In this work, we revisited a matter studied since the early 1990s:
the interaction between different polarization cues in yeast. The
external cue provided by a pheromone gradient during mating
must override the internal polarity cues used for budding. Using
live-cell microscopy and microfluidics techniques, we uncovered
three previously overlooked features of this signaling system.
First, the cytokinesis-related polarization patch can serve as a
polarity cue independently of all known landmark proteins.
Second, the Rax1-Rax2 complex functions as a pheromone-specific

polarity cue at the distal pole. Finally, internal cues remain active
during pheromone-gradient tracking and interfere with this pro-
cess, thus biasing the location of MPs (Fig. 7C).

Interaction Between Gradient Sensing and Intrinsic Polarity Cues. On
the question of local- vs. global-sensing modes of gradient tracking,
our results suggest that yeast cells do both, depending on the pre-
existence of a polarity patch. Cycling cells, starting from the cyto-
kinesis patch, use local sensing, whereas G1 cells may use global
sensing, directly polarizing at the site of maximum extracellular
signal. Consistent with our findings, recent work by others, in which
the analysis was restricted to cycling cells, found support for local
sensing (43, 44). Moreover, work using mating mixtures showed
that G1 cells can form de novo polarizations that are aligned with a
mating partner, consistent with a global-sensing response (58). For
either sensing mode, we showed that internal landmarks are not
necessary. Quite the opposite, yeast devoid of classical cues track
gradients better than their parental counterparts.
How do intrinsic cues interfere with the localization or stabi-

lization of the polarity patch that tracks pheromone concentra-
tion? Our observations are compatible with a competition for
membrane-associated polarity components, facilitated, for exam-
ple, by the presence of Gβγ at the membrane. The presence of a
fixed focus (the default site) may partly deplete an incipient
pheromone-induced Gβγ patch facing the gradient, thereby
destabilizing it. Then, through positive feedback, one particular
position may become fixed. This idea is reminiscent of the recent
proposal that patches may exist in an immature, indecisive (mo-
bile) state and then evolve into a committed, less mobile state (58).
As we have shown in yeast, mammalian cells can also polarize

in ways that show the influence of internal cues (5). In a remark-
able example, neutrophils stimulated with uniform concentrations
of the bacterial chemoattractant peptide fMLP usually polarize to
the left of a vector drawn from the center of the nucleus to the
centrosome (6). This chiral behavior can be annulled or even re-
versed (rightward bias) by genetic and chemical interventions, in-
dicating its mechanistic basis. However, in the presence of external
gradients, these internal biasing forces are believed to be overcome
(7). In the same way that internal and external signals compete in
yeast, neutrophils exposed to simultaneous gradients show antag-
onism in which some attractants dominate over others (8). The
mechanisms that underlie competition between different cues are
still unclear.

A Pheromone-Promoted Role for Rax1 during MP Positioning. Al-
though at first sight seemingly in contradiction, our results show-
ing that Δrsr1 yeast do not position MPs randomly are actually
consistent with the original observations suggesting that they do
(38). Time-lapse analysis of single cells led to a different in-
terpretation than in the earlier study because we used the mother-
bud axis to score MP positioning instead of bud scars (SI Appendix,
Fig. S9). Ours is not the first evidence of distal polarization in
daughter cells in the Δrsr1 background. Δrsr1 daughters from
diploid cells in general or from haploid cells committed to invasive
growth still showed a degree of distal budding (59, 60). This bias is
caused by polarisome-dependent delivery of vesicles to the distal
pole during apical growth, which promotes positioning of bipolar
landmarks (54). However, this mechanism does not seem to pro-
mote distal MPs because the polarisome-deficient mutants Δspa2
and Δpea2, which in our hands show random budding (Fig. 6E),
still show intact distal bias (by de novo polarization in G1 cells or
at low α-factor in cycling cells) (Fig. 6D and SI Appendix, Fig. S6G
and H). Instead, our evidence indicates that the extra distal bias of
MPs in Δrsr1 cells is due to Rax1.
How does Rax1 promote the formation of distal-pole MPs? As

we have shown, it is not due to the localization of Bud8; thus, we
propose that it is the localization of the Rax1/Rax2 complex itself
that concentrates the polarization machinery at the distal pole.

Fig. 6. Participation of the cytokinesis-related polarity patch in selection of
MP sites. (A) Dynamics of Bem1-3xmNG localization followed by live-cell
fluorescence microscopy in the parental strain (YGV5097) exposed to 5 nM
α-factor. Times are in minutes. “D” marks the daughter and “M” the mother
cell. (Scale bar, 5 μm.) (B) Distributions of MP angle ω in cycling Δspa2
(YRB3862) and Δpea2 (YRB3865) daughters exposed to 1 μM α-factor. Data
from three independent experiments (points) were pooled to calculate the
means ± SEMs (bars and whiskers). (C) As in A, dynamics of Bem1-3xmNG
localization in Δspa2 (YGV5836) stimulated with 1 μM α-factor. (D) Distri-
butions of MP angle ω in cycling Δspa2 (YRB3862) and Δpea2 (YRB3865) cells
exposed to 5 nM α-factor. (E) Distributions of first-bud angle ω in Δspa2
(YRB3862) and Δpea2 (YRB3865) cells growing vegetatively.
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We propose that Rax1 directly attracts the G protein-Far1 com-
plex. In fact, Rax1 contains an RGS domain in its cytoplasmic side
that binds and may regulate Gα/Gpa1 (61). A role of Rax1 through
the G protein itself (instead of downstream, as the classical
landmarks do) suggests that Rax1 may determine Cdc24 locali-
zation only indirectly, via Far1. Consistent with this hypothesis, the
cdc24-m1 Δrsr1 double mutant, in which Far1 cannot interact with
Cdc24, fails to stabilize the polarity patch, which instead moves
continuously around the cell cortex (41, 42).
It seems that the use of default polarization sites could have

been positively selected through evolution. In a natural envi-
ronment, mating is thought to occur following spore germination
in fly frass (62). In fact, tetrad dissolution in insect guts is thought
to enhance out-breeding, i.e., the mating of cells from different
asci (63). However, a large fraction of germinating spores chooses
to bud and form microcolonies instead of committing to mating
immediately after germination (62). In homothallic yeast, mothers

usually switch mating type, which enables mating with their pre-
vious daughters. Thus, microcolony formation should increase
selfing at the expense of out-breeding. However, a distal bias for
polarization in daughter cells may have been selected to reduce
mating with the mother cell located at its proximal pole.

MP Site-Selection Rules Depend on Pheromone Concentration and the
Cell-Cycle Stage. The behavior of G1 and cycling cells is quite
different. In the absence of gradients, direct observation of the
polarity proteins revealed that G1 cells formed MPs by de novo
polarization at the default site irrespective of pheromone dose. In
stark contrast, the default localization of MPs in cycling cells is
regulated by α-factor concentration. At high pheromone, the
cytokinesis-related polarity patch, to which the Ste4-Far1 complex
tethers, is used as a cue for MP formation. Only at low-pheromone
concentrations is the patch able to detach from this prepolarized
starting point. There are at least two possible reasons why patch

Fig. 7. Improved gradient sensing in cueless (Δrsr1 Δrax1) cells. (A and B) Δrsr1 Δrax1 cells in theW303 (YGV5838) (A) and S288C (YDV6164) (B) backgrounds were
exposed to an α-factor gradient generated in a microfluidic device, and the angles of the MPs relative to the gradient, θ, were measured. (Left) Data are shown in
polar histograms as in Fig. 2C. Number of cells: 311 (YGV5838) and 390 (YDV6164). (Right) The means of cosθ ± SEM, indicated within the polar histograms, are
plotted for the parental and Δrsr1 Δrax1 strains in both backgrounds. Data for parent strains are from Fig. 2C and SI Appendix, Fig. S2C. Statistical differences
between parent and Δrsr1 Δrax1 were calculated by Kolmogorov–Smirnov test (P values: a, 3.5 × 10−7; b, 1.9 × 10−9; c, 0.049; ns, nonstatistical differences). (C)
Model for the competition between internal cues and gradient decoding. In RSR1 RAX1 cells, the presence of internal cues can compete for a shared pool of
polarity proteins, thereby affecting the cell’s ability to track the gradient. In the scheme, only competition for cytosolic components (blue circles) is represented,
but the same argument can be applied for membrane components (Discussion). In Δrsr1 Δrax1 cells, the absence of internal cues removes the competition,
improving the detection of gradient direction. In the parental W303 strain, the order of strength of the different landmarks is depicted by red numbers: Rax1-
Rax2Distal > Axl2Proximal ≥ Bud8Distal > Rsr1(itself)Distal. (In S228C-background cells, Axl2 is stronger than Rax1-Rax2; see also SI Appendix, Table S2.)
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detachment from the neck might happen at low α-factor concen-
trations: increased patch mobility and a weaker connecting tether.
First, in the context of the “patch-wandering” model, patch mobility
increases at low pheromone due to slower ligand:receptor-binding
dynamics coupled with vesicle delivery of new unbound receptors
(41, 52). In addition, low activation of the MAPK Fus3 at low
α-factor might fail to stabilize the patch (43, 64). Second, the
connecting tether should be weaker in the low-pheromone range
due to lower availability of dissociated Gβγ dimers to form a
complex with Far1. Low Gβγ concentrations would also reduce the
abundance of the Gβγ-Far1-Cdc24 complex, compromising the
ability of Gβγ to connect with the cytokinesis patch at the neck.

Cytokinesis Patch as a Polarity Cue. It is intriguing that the for-
mation of proximal MPs in response to saturating α-factor even in
the absence of protein landmarks has remained unnoticed for so
long. The use of the cytokinesis site as a polarity cue may be a
feature shared by many polarized cells. For example, in Drosophila
melanogaster during nervous-system development, the mitotic-
cleavage site determines the axis of the precursor cell and defines
where the first neurite forms (65). In epithelial cells, the mitotic
midbody helps preserve the apical-basal tissue architecture during
proliferation by providing a spatial cue for the formation of the
apical daughter-cell interface (66). In yeast, the polarization-
proximal bias enables growth of a daughter cell toward its mother
after it has switched mating type so that it mates with it; at the same
time, the distal bias dependent on Rax1-Rax2 may represent a
counterbalance to enable genetic outcrossing.

Final Remarks. The presence of intrinsic polarity cues is ubiquitous
in eukaryotic cells. In neurons, for example, polarity is inherited
from the preexisting apical-basal polarity of the neuroepithelial
progenitor cell or from the site of cell division (5). These cells also
must track gradients of regulatory molecules during axon guid-
ance. Thus, the interaction between internal and external cues is a
common situation in cell biology. In this work, we have demon-
strated that intrinsic landmarks may bias the polarity system within a
cell either positively or negatively depending on the situation. We
expect that these results will help our understanding of gradient
sensing as a cell behavior that integrates a variety of polarity systems.

Materials and Methods
Strains. S. cerevisiae strains were derived from MATa Δbar1 parents of the
W303 and S288C genetic backgrounds by standard nucleic-acid and yeast-
manipulation procedures. More information on strains used and their con-
struction is provided in SI Appendix, Tables S1, S3, and S4.

Time-Lapse Microscopy. Cultures in exponential growth were sonicated and
diluted to a concentration of 2.5 × 105 cells/mL. Polyethylene glycol [average
molecular weight (MW) = 3,550, Sigma catalog no. P4338] was added to all
media at 0.1% to avoid nonspecific binding of α-factor (67). Then, 20 μL of
cell suspension was applied to individual wells of 384-well glass-bottom plates
precoated with 1 mg/mL Con A (Sigma catalog no. C7275). Plates were
centrifuged to assist the attachment of cells. In the microscope, two to three
image fields per well were selected, and the time-lapse imaging was started.
After the first time point, 20 μL of α-factor (Anaspec, custom-made) was added
to final concentrations of 0 to 1,000 nM, depending on the experiment.

For imaging, a fully motorized Olympus IX-81microscopewith an Olympus
UplanSapo objective (63×; numerical aperture = 1.35), coupled with an HQ2
(Roper Scientific) cooled charged-coupled device camera, was used with
filter sets for yellow fluorescent protein (YFP), cyan fluorescent protein, and

thetramethylrhodamine isothiocyanate (TRITC) (41028, 31044v2, and 41004,
Chroma Technologies). For assessing Bem1-3xmNG or YFP-Ste4 localization, Z-
stacks were acquired, and maximum-fluorescence projections were used.

Chemotropism Assays in Microfluidic Devices. Microfluidic devices designed
for the generation of stable gradients in open chambers were fabricated
using standard protocols for polydimethylsiloxane microfluidic-device con-
struction as described previously (45, 68).

To improve adherence of cells to the glass, the bottom of the chambers
was treated with poly-D-lysine (1 mg/mL; Sigma catalog no. P6407) at 4 °C
overnight and then incubated with ConA (1 mg/mL; Sigma catalog no.
C7275) for 1 h at room temperature. Next, the device was filled with 0.22 μm
of sterile, filtered water using a vacuum-assisted method (69). Subsequently, the
two ports of the device were connected with tubing and syringes filled with
filtered synthetic complete medium alone or with 50 nM αF and either 0.1 mg/
mL bromophenol blue or dextran-TRITC (MW = 4,400; Sigma catalog no. T1037)
as a tracking dye. All media contained 0.1% wt/vol polyethylene glycol (MW =
3,550; Sigma) to prevent nonspecific binding of α-factor to the container’s sur-
faces (67). Water hydrostatic pressure drove all flow. Formation of the gradi-
ents was monitored by measuring bromophenol blue fluorescence. Finally,
the flow was stopped, the chambers were washed with medium, and cells
from a mildly sonicated yeast exponential culture were loaded on top of the
device. Cells were allowed to settle and bind to the bottom glass before re-
suming the flow. Imaging was performed as described for glass-bottom plates.

Angle Determinations. Angles were manually measured using custom-written
macros for ImageJ on bright-field time-lapse image stacks. The angle of
alignment (θ) was measured between the MP and the gradient. The angle ω
was measured between the MP and the mother-daughter neck (i.e., the
proximal pole). Cells that rotated or moved led to inexact determination of
the proximal pole or the MP and thus were excluded from the analysis.

Data Analysis. All data analysis was done in R (70). For angle linear histograms,
cells were split into six bins, from 0 to 180°, according to the position of the
mating projection, and the fraction of cells in each bin in each experiment was
calculated. The means ± SEMs of at least three independent assays were plot-
ted. For gradient experiments, first the region of the device where cells could
detect gradient direction was established. To do that, the chambers were di-
vided in 50-μmwindows parallel to the gradient direction. In each window, the
SD and the cosine of the angle of alignment (θ) were calculated. In a region of
good gradient sensing, the dispersion of angles drops below the level of the
distribution of angles in cell populations exposed to isotropic α-factor. SDs and
cosθ values were used to define the region of the devices used for analyses. In
these experiments, only the first polarization was considered, and two angles
were scored: the angle of the mating projection (θ) and the neck angle (ϕ), both
relative to the gradient direction. Based on the second angle, cells were divided
into three groups: the distal pole facing the gradient (I, jϕj>120°); the distal
pole perpendicular to the gradient (II, 60°<jϕj<120°); and the proximal pole
facing the gradient (III, jϕj<60°). In each group, polar histograms with 30°-bins
were plotted after pooling cells from independent microfluidic assays.

Statistical differences in cosθ were calculated using the nonparametric
Kolmogorov–Smirnov test.

Data Availability Statement. All data discussed in the paper are available to
readers in ref. 71.
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