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Properly set sample size is one of the important factors for scientific and persuasive re-
search. The sample size that can guarantee both clinically significant differences and ade-
quate power in the phenomena of interest to the investigator, without causing excessive fi-
nancial or medical considerations, will always be the object of concern. 
In this paper, we reviewed the essential factors for sample size calculation. We described 
the primary endpoints that are the main concern of the study and the basis for calculating 
sample size, the statistics used to analyze the primary endpoints, type I error and power, 
the effect size and the rationale. It also included a method of calculating the adjusted sam-
ple size considering the dropout rate inevitably occurring during the research. Finally, ex-
amples regarding sample size calculation that are appropriately and incorrectly described 
in the published papers are presented with explanations. 
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Introduction 

A well-established sample size is very important for presenting, analyzing, and drawing 
conclusions. However, determining the sample size is one of the challenges in research 
design [1]. If the calculated sample size is inadequate or not described properly, it is diffi-
cult to avoid a negative review and the findings of the study would not be accepted. In 
this paper, along with some explanation to help understand sample size, several examples 
of incorrectly described and well-described cases of sample size calculation are presented. 
The subjects of this study were randomized controlled studies published in the Korean 
Journal of Anesthesiology (KJA) 2018–2019 and Anesthesia and Pain Medicine (APM) 
2019. All explanations were described for the t-test to distinguish the difference between 
the means of the continuous variables in two independent groups, based on two-tailed 
test, significance level of 0.05, and power of 80%. For a detailed explanation, refer to the 
papers by Kim and Park [1], Kwak and Kim [2], and Kim [3]. 

The following factors are needed to calculate the sample size of a randomized con-
trolled study.  
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Effect size, significance level, and power 

The effect size or treatment effect is the difference between groups 
that investigators try to observe. It is the minimal difference de-
termined to be meaningful. However, the size and unit of the ef-
fect size vary depending on the observation variable. For example, 
a study comparing the hypotensive effects of two antihypertensive 
drugs could set the effect size to be an average difference of 20 
mmHg. As another example, if you compare the heights of men 
between two regions, the effect size could be set to an average dif-
ference of 5 cm. Standardization1) is necessary to use these various 
effect sizes (treatment effects) in calculating sample size [4–6]. 
One of the typical standardized effect size is Cohen’s d, which di-
vides the difference in mean by the pooled standard deviation 
(Equation 1) [4–6]. Through standardization, the sample size can 
be calculated regardless of the nature of the observed variables. In 
the hypertensive drug study described above, the standardized ef-
fect size can be obtained by dividing the mean difference of 20 
mmHg by the standard deviation of blood pressure. Also, in the 
study of male height by region, the standardized effect size is cal-
culated by dividing the average difference of 5 cm by the standard 
deviation of the height. 

(Equation 1)

The second important factor is the significance level. When 
comparing the two groups, it is well known that analysis by ran-
dom sampling is often performed because full surveys are fre-
quently impossible. Even though there is no difference between the 
two groups, Type I error can be found due to the limitation of the 
analysis by sampling, rejecting the null hypothesis of “no differ-
ence.” For statistical analysis, it is necessary to set the probability to 
allow Type I error, which is called a significance level (α). In clini-
cal studies, the significance level is usually 5% [4,7]. In the statisti-
cal analysis, if the P value is lower than the significance level, the 
zero hypothesis of “no difference” is rejected and the alternative 
hypothesis, “there is difference” is adopted. Power is important 
here. Power is the probability that the alternative hypothesis is true 
in the statistical analysis when the alternative hypothesis is really 
true2). If the power is set low, it means that the alternative hypothe-
sis is less likely to be true even if the alternative hypothesis is ad-
opted, so it is difficult to trust the result that the alternative hypoth-
esis is true. This is because the Type I error may have occurred. In 
order to avoid this risk, power should also be adequate. Clinical 
studies usually specify power at 90% or 80% [7]. 

Finally, what happens if we adopt a larger sample size than is 
calculated by specifying a typical effect size, significance level, and 

power? Or what if we recruit more subjects during the study than 
the sample size established in the study design? Under the same 
conditions3), as the sample size increases, the power increases as 
well as the probability of statistical significance. This is because in-
creasing the sample size reduces the standard error (Equation 2). 

(Equation 2)

For this reason, the researcher may be tempted to include an 
unnecessarily large number of subjects at the design stage, or to 
add subjects if significant results have not been obtained despite 
the recruitment of the proposed number of subjects. However, a 
breach of the study design initially established causes a number of 
biases and lowers confidence in the results of the study. To avoid 
this risk, the journal requires the approval number of the Institu-
tional Review Board (also known as an independent ethics com-
mittee, ethical review board, or research ethics board) and the 
registration number given on the official website4). 

To illustrate the importance of a carefully determined sample 
size, let’s take an extreme example. Compared to the existing sur-
gery method (500,000 won, control), the new surgery method (5 
million won, experimental group) is expensive, but hypothesized 
to significantly shorten the hospital stay. The study recruited 
10,000 participants each to the control and experimental groups. 
The average length of hospital stay, which was 7 days, was short-
ened by 10 minutes in the experimental group and was statistical-
ly significant. Although a 10-minute reduction in length of stay is 
statistically significant, it may not be clinically meaningful. Rather, 
if the sample size was only determined to get a significant statisti-
cal result, it will be difficult to avoid accusations of incurring un-
necessary physical and economic losses to patients in the study. In 
addition, waste of research resources such as research expenses 
and input of research personnel cannot be ignored. Therefore, the 
sample size should be carefully determined from the design stage, 
taking into account not only statistical significance but also 
cost-effectiveness, ethical concerns regarding the patient, and 

mean difference

pooled standard deviation
Cohen’s d =

1)For the sake of understanding, the text is based on the comparison of the mean of con-
tinuous quantitative variables between two independent groups. Nevertheless, it is nec-
essary to select an appropriate formula to calculate the effect size according to various 
observations, statistical methods and the number of groups. 

2)Although the alternative hypothesis is true, there are also errors that reject the alterna-
tive hypothesis, which is called a Type II error.  

3)In the same study, the same effect size and significance level are maintained. 
4)Relevant clause of this journal in the RESEARCH AND PUBLICATION ETHICS sec-
tion is as follows: “4. Registration of the clinical trial research - Any research that deals 
with clinical trial should be registered with the primary national clinical trial registration 
site such as Korea Clinical Research Information Service (cris.nih.go.kr/) or other sites 
accredited by WHO or International Committee of Medical Journal Editor such as Clin-
icalTrials.gov (clinicaltrials.gov/).” 

Standard error = 
s
n
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clinical significance.  

Dropout rate 

Participants are dropped from studies for a variety of reasons. 
Therefore, an adjusted sample size with a dropout rate is required 
to better understand the characteristics of each study and to en-
sure power even after some subjects drop out [4]. A common er-
ror in the dropout rate calculation is that the additional recruits 
are simply calculated by multiplying the sample size by the drop-
out rate (Equation 3). When the adjusted sample size including 
the dropout rate is multiplied by the dropout rate, the sample size 
we want to obtain should be arrived at (Equation 4). 

Miscalculated adjusted sample size 
=  calculated sample size (1 + dropout rate) 

Adjusted sample size 
=  calculated sample size ÷ (1 – dropout rate) 

For example, suppose we need 500 subjects for the targeted 
power and expect a 10% dropout rate during the study. It is a mis-
calculation to determine that 550 are needed participants by sim-
ply adding 50, which is 10% of 500. As there should be 500 re-
maining individuals after 10% dropout, 

Initial recruitment ×  (1 – 0.1) =  500
(1 – 0.1) to the right-hand side,
Initial recruitment =  500 / (1 – 0.1) =  555.56
Rounding up 555.56 would result in 556 subjects.

Status of sample size description in published 
papers 

In the KJA from vol. 71, no. 1, 2018 to vol. 72, no. 5, 2019. 31 ran-
domized controlled clinical studies were included. APM included 
13 of the papers published in vol. 14, no. 1 to 3 in 2019. A total of 
44 papers were divided and reviewed by members of the Statisti-
cal Round in KJA. Afterwards, the plenary session finally decided 
whether the reviews were appropriate5). The following items were 
examined to confirm the calculation and description of the sam-
ple size: 

·Is the primary endpoint clearly defined? 
·Are the primary endpoint and the statistics used to calculate 

the sample size consistent with each other? 
·Is the rationale or reference of the effect size adequately de-

scribed? 
·What level of significance and power is selected? 
·Is the dropout rate appropriate, and is the final sample size 

properly calculated? 
·Is the entire calculation process appropriate and without error? 

In looking for the primary endpoint, the statistics applied to it 
were also reviewed. Table 1 shows the types of statistics used in 44 
papers. The table shows different frequencies between the statis-
tics used in the primary endpoint and those used in the sample 
size calculation. The t-statistic was used more than the F-statistic 
in the calculation of sample size compared to the analysis of pri-
mary outcome. This is probably because the t-statistic between 
any two groups was obtained without using the F-statistic in order 
to avoid complex calculations in comparative studies for three or 
more groups. In addition, in the sample size calculation, there was 
one case where the technique is not clear but is estimated to use 
z-statistics, and there were two cases classified as “Others” because 
it was impossible to figure out the statistics used. 

In most cases, the primary outcome was suggested, but in some 
papers it was difficult to determine it because multiple outcome 
variables were listed without explicit description. In such cases, 
the variable used to calculate the sample size was determined as 
the primary outcome. Even if non-parametric statistical methods 
were applied because the primary outcome data did not satisfy the 
normality assumptions, they were classified as parametric (e.g., 
t-test for Mann-Whitney). Even if several variables are analyzed 
in the study, the calculation of the sample size should be done on 
the primary outcome. 

Table 2 summarizes the effect size description. Table 2-A shows 
the basis for determining the effect size. Table 2-B shows whether 
the statistics of the effect size needed to calculate the sample size 
are presented properly. For example, in an experimental-control 
study comparing mean between two groups, the mean of each 

5)With this procedure, kappa is not presented even if multiple members review the papers.

Table 1. Statistics Used to Evaluate Primary Outcomes and Calculate 
Sample Size in the Collected Studies

For primary endpoint For sample sizecalculation
t statistic 23 (52.2) 25 (56.8)
F statistic 8 (18.1) 5 (11.4)
Chi statistic 13 (29.5) 11 (25.0)
z statistic 0 (0) 1 (2.3)
Others 0 (0) 2 (4.5)
Total 44 (100.0) 44 (100.0)
Values are presented as absolute number of articles (%).

(Equation 3) 

(Equation 4) 
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group (or the difference between the mean of the two groups), the 
standard deviation, or the incidence of events in each group 
should be described. If only some of these values are described 
and it is not possible to determine whether the sample size calcu-
lation is appropriate, they are classified as incomplete. Eight cases 
had no mention of the effect size (Table 2-A), and 11 cases did not 
describe the actual value, even though the effect size was men-
tioned. Thirteen cases were unable to calculate the sample size be-
cause they were not detailed enough. 

Except for a case of missing description, 0.05 was chosen as the 
significance level (Table 3). The majority of the studies (77%) had 
80% for power, but few (18%) had 90%. In one case, 99% power 
was chosen. As described above, power increases as the sample 
size increases at the same significance level. This is hard to see in 
clinical studies. It is possible that an overly large sample size was 
set in the study design or additional individuals were recruited 
during the study to obtain significant results. 

Fig. 1 summarizes the dropout rates presented in the papers, 
ranging from 5–20%. Eighteen of the 44 cases were appropriate 
and the sample size calculation process was clearly described. 
Miscellaneous errors included the cases where the primary end-

point is unclear, there is no value of dropout rate even though it is 
described to be reflected in the calculation process, there is no 
data of the primary endpoint regarding sample size calculation, or 
there are calculation errors other than the dropout rate. 

Finally, it was checked whether all of the steps mentioned above 
were executed properly to yield the correct sample size. Of the 44 
cases, 9 had all the techniques and calculations properly carried 
out. There were 15 cases where it was impossible to determine 
whether the calculation was adequate due to insufficient records, 
and 20 cases where all parts were recorded but the calculation was 
incorrect. 

Inappropriate and appropriate examples of 
sample size calculations6)

In this section, excerpts of sample size calculations from pub-
lished papers are presented, giving examples that are inappropri-
ately described and examples that are appropriately described. 
Some of the contents are modified for better understanding.  

1. Undefined primary outcome

1) The primary outcome was the NRS at six hours postoperatively. 
2) For detection of a 50% reduction of rescue analgesia for each 

group at 6 hours postoperatively. 

The above two sentences describe the primary outcome in each 
study design.

In the first study, the pain described by the Numeral Rating 
Scale at 6 hours after surgery as the primary outcome is not clear. 
There is no specific description such as postoperative pain or sore 
throat after tracheal tube extubation. In addition, the baseline 
time point for the 6-hour passage is not clear.

The second study was designed to detect 50% differences in 
group anal analgesia. However, the criteria for a 50% reduction 
are not described—whether the dose of analgesic is decreased or 
the frequency of administration is reduced—and again, the base-

Table 2. Sources of the Effect Size and Relevance of Description

No. (n =  44)
A. Source of the effect size
  Reference 22 (50.0)
  Pilot study 14 (31.8)
  No description 8 (18.1)
B. Relevance of description
  All values are described completely 20 (45.5)
  Absence of values in spite of mentioning the source 

of effect size
11 (25.0)

  Cases in which sample size cannot be calculated 
because only partial values are presented

13 (29.5)

Values are presented as absolute number of articles (%).

Table 3. Summary of Significance Level and Power Applied in the 
Literatures

No. (n =  44)
Significance level
  0.05 43 (97.7)
  not applicable 1 (2.3)
Power (%)
  80 34 (77.3)
  90 8 (18.2)
  99 1 (2.3)
  not applicable 1 (2.3)
Values are presented as absolute number of articles (%).

6)The formulas given as examples together with the description below are sample 
size calculations using z-statistics. Many conditions are required for this formula to 
be true: the standard deviation and sample size of the two groups are the same, the 
sample size is large enough, and so on. Depending on the nature of the data used to 
calculate the sample size and the needs of the clinical study, t statistics will often be 
required, but the details are very complex and are beyond the scope of this paper. 
Therefore, when designing a clinical study, it is emphasized that the correct sample 
size requires more accurate formulas and calculations than simply the following 
formulas. α: significance level, β: probabilities of making type II errors, zα/2 : (α⁄2) th 
percentile of the standard normal distribution, zβ : (β) th percentile of the standard 
normal distribution, n1 and n2: number of observations in each group, d: effect size. 
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line for 6 hours is not clear. 

2. Missing standard deviation 

To detect a difference in mean time to first bowel movement of 24 
hours, a sample size of 28 in each group was calculated, with power 
of 80% and 5% level of significance (two-tailed). Based on a report, 
the reduction in mean time was 15.1 hours.

To determine the effect size, the difference between the means of 
the two groups and the standard deviation of each group are 
needed. In this case, it was not possible to confirm whether the 
described sample size was calculated because the standard devia-
tion was not presented (Equation 5).  

3. Missing mean difference and standard deviation 

Based on a previous study, a sample size for two groups was 40 pa-
tients to demonstrate 40% mean difference with 80% power and 5% 
level of significance. To allow for study error and attrition, 60 pa-
tients were included in this study.

In this case, the mean difference and the group standard deviation 
are not described in the text. It is not possible to calculate the 
sample size only by the ratio of the differences between the groups 
(Equation 6). 

Fig. 1. Description and relevance of dropout rate. Appropriate: 
Appropriate calculations and clear descriptions of the sample size 
derivation process, Inappropriate: Inappropriately calculated sample 
size, Miscellaneous errors include unclear primary outcome, absence 
of value in spite of mention of dropout rate, absence of data about 
calculation of sample size, and miscalculation other than dropout rate. 
KJA: Korean Journal of Anesthesiology, APM: Anesthesia and Pain 
Medicine.

Total (n = 44)
  · KJA = 31
  · APM = 13

Dropout rate:
not Described

(n = 10)

Calculation:
inappropriate

(n = 9)

Miscellaneous
errors (n = 27)

Dropout rate:
described
(n = 34)

Calculation:
appropriate

(n = 18) Although the cited reference includes the value, it is difficult for 
the reader to determine which value, so the value used should be 
described in detail.  

4. Missing specific values in comparison of incidence 
rates 

Assuming that drug A would reduce the incidence of nausea by 
50%, we would need 30 patients in each group (80% power, 5% level 
of significance).

Only 50% reduction is described without baseline incidence of 
control group. If the incidence of the control group is 50%, the in-
cidence of the treatment group with a 50% reduction is 25% and 
74 participants are required. If the incidence of the control group 
is 40%, the incidence of the treatment group is reduced by 50% to 
20%, and 105 individuals are required (Equation 7, 8). Inferring 
in 30 patients would result in a 77% incidence of controls (Equa-
tion 9), but no source for 77% was given in the text.

zα/2 + zβ × s2 ×  2

d2

(1.96 + 0.84) × s2 ×  2

15.12n1 = n2 = =

( zα/2 + zβ )
2 p1(1 – p1) + p2(1 – p2))

2n1 = n2 =

(1.96 + 0.84)2 p1(1 – p1) + p2(1 – p2))

0.42=

(Equation 5) 

(Equation 6) 

(Equation 7) 

(1.96 + 0.84)2 × (0.5(1 – 0.5) + 0.25(1 – 0.25))
0.252n1 = n2 = 74

(Equation 9) 

(1.96 + 0.84)2 × (0.77(1 – 0.77) + 0.385(1 – 0.385))
0.3852 30n1 = n2 =

(Equation 8) 

(1.96 + 0.84)2 × (0.4(1 – 0.4) + 0.2(1 – 0.2))
0.22 105n1 = n2 =
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7. Proper description 

“The primary outcome of this study was the time required to inset 
the device successfully on the first attempt, which was defined as 
the time interval from picking up the device to the appearance of 
the first square waveform on capnography.”
“The insertion times of both devices were measured in a prelimi-
nary study (n =  12 for each), and average insertion times of the 
i-gel™ and LMA Supreme™ were 22.5 s (SD 8.1 s) and 32.7 s (SD 11.3 
s), respectively. Sample size was calculated with an effect size of 
1.032, power of 0.8, and α-value of 0.05 (two-sided) and 16 patients 
were required per group. Taking into consideration a potential 
dropout rate of 15%, 19 patients were enrolled.”

The above sentences cite the case where the sample size calcula-
tion is appropriate in the published paper [8]. The primary out-
come is clearly defined. Previous study data needed to calculate 
the effect size are presented, and the level of significance, power, 
and dropout rate are appropriately calculated.  

 
Conclusion 

For the sample size calculation, the following steps must be imple-
mented consistently: 1) matching the primary outcome with the 
variable used to calculate the sample size; 2) presentation of ap-
propriate significance, power, and effect size; and 3) application of 
the correct dropout rate. It is also necessary to resist the tempta-
tion to prove statistical significance by unnecessarily increasing 
the sample size. In addition to statistical significance, the clinical 
significance, cost-effectiveness, and ethical concerns regarding 
patients should be considered. When calculating the sample size, 
the appropriate dropout rate should be applied according to the 
characteristics of each study, and the sample size we want to ob-
tain should be arrived at when the dropout rate is multiplied by 
the recruitment. 

In reviewing the randomized controlled trials included in this 
study, only 20% (9/44) of the sample sizes were calculated. Many 
of the existing studies, including this paper, focused on the hy-
potheses and results of the study, but were relatively generous in 
power and sample size calculations. However, more and more 
journals require submissions based on the Consolidated Stan-
dards of Reporting Trials (CONSORT) checklist for systematic 
and transparent randomized control clinical studies, including the 
description of effect sizes. In order to properly conduct research, 
it is essential to understand the processes necessary to calculate 
the sample size, beyond the significance of the P value. Reviewers 
and editors should also carefully assess the appropriateness of the 

5. Calculation error 

Based on a previous study, the incidence of pain in the control 
group was assumed to be 70%; we considered a 40% reduction in 
pain to be clinically significant. The minimum sample size for each 
group was 29 patients assuming 5% significance level and 90% 
power using the two-tailed Z test for proportions.

First, the subject of the 40% reduction is not clear. If there is a 40% 
reduction in the incidence of the 70% of the control group (0.7 ×  
0.4 =  0.28), the incidence of the treatment group is 42% (0.7 – 
0.28 =  0.42). Substituting this incidence, the sample size is 61 in-
stead of 29 (Equation 10). Alternatively, if 40% means the differ-
ence between the incidence of 70% of the control group and 
30% of the incidence of the treatment group, 28 are calculated 
(Equation 11). 

Even when all the values necessary for calculation are de-
scribed, there can be errors in calculation. Therefore, in order to 
secure the reliability of the results, a careful examination of the 
calculation process is required. 

6. Dropout rate 

The sample size of 39 patients in each group was calculated with 
90% power and 5% significance level. The final sample size consist-
ed of 43 patients to allow for a 10% dropout rate.

Forty-three participants were presented, adding 10% to 39. How-
ever, the sample size remaining after dropout rate should be 39. 

(Equation 10) 

(1.96 + 1.28)2 × (0.7(1 – 0.7) + 0.42(1 – 0.42))
0.282n1 = n2 = 61

(Equation 11) 

(1.96 + 1.28)2 × (0.7(1 – 0.7) + 0.3(1 – 0.3))
0.42 28n1 = n2 =

(Equation 12) 

Calculated sample size
1 – dropout rate

39
1 – 0.9

Adjusted sample size = = = 43.33

The result is 43.33, but the value after the decimal point should 
be rounded up to one person (Equation 12). 

That is, 44 subjects, not 43, should be recruited. 
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sample size calculation process while evaluating the paper for 
publication in a journal. 

Strict criteria for sample size are not a burden on the researcher. 
On the contrary, from the perspective of the researcher, strict cri-
teria can save time and effort. It can help avoid the unfortunate 
situation where a paper produced after long and laborious work is 
not accepted due to issues related to sample size. In addition, from 
the journal’s point of view, it can help bring about a positive 
change. It can help change a culture in which only statistically sig-
nificant results are published, and bring attention to interesting 
and useful studies having clinical significance, rather than exclu-
sively statistical significance. Therefore, setting up a clear and 
strict system for sample size calculation, will make it possible to 
cultivate an environment in which studies with various results can 
be published without publication bias. 
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