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Abstract

During adolescence and early adulthood, learning when to avoid threats and when to pursue 

rewards, becomes crucial. Using a risky foraging task, we investigated individual differences in 

this dynamic across 781 individuals aged 14 to 24, which were split into a hypothesis-generating 

discovery sample and a hold-out. Sex was the most important predictor of cautious behaviour and 

performance. Males earned one standard deviation, or 20%, more reward than females, collected 

more reward when there was little to lose, and reduced foraging to the same level as females when 

potential losses became high. Other independent predictors of cautiousness and performance were 

self-reported daringness, IQ, and self-reported cognitive complexity. We found no evidence for an 

impact of age or maturation. Thus maleness, a high IQ or self-reported cognitive complexity, and 

self- reported daringness, predicted greater success in risky foraging, possibly due to better 

exploitation of low-risk opportunities in high-risk environments.
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Introduction

Arbitrating risk and benefits is a challenge for all animals, including humans. Animals 

foraging for nutrition are often faced with fertile open spaces that expose them to potentially 

fatal predation 1. Many human situations echo this scenario. For example, driving entails an 

exposure to mortal dangers, but risk-taking taxi drivers earn more money on average 2. 

Adolescence and early adulthood is a critical period during which an ability to balance 

cautiousness versus daring emerges as a character trait 3, but is also associated with 

miscalculations that lead to harms such as traffic accidents 4, unwanted pregnancy, and 

substance-related morbidity 5. However, this does not affect all adolescents to the same 

extent. For example, sex differences in adolescent risk-taking are important 5.

Yet, there is a debate in relation to the cognitive and neurobiological mechanisms of youth 

risk taking and its predictors 6, 7, 8. This is likely, at least in part, to reflect a relative lack of 

suitable laboratory tasks to measure behavioural risk-taking. Adolescent risk miscalculations 

typically involve emotionally arousing and extended sequences of events with real 

consequences 3, where the latter are often not fully known 9. By contrast, laboratory tasks 

assessing risk taking in adolescents typically do not involve these features and fall into two 

broad classes 10: hypothetical or real monetary decisions (e.g. 11), usually involving 

economic lotteries (e.g. 12), and game-like tasks with intuitive cover stories such as the 

"balloon task" 13. In economic revealed preference tasks, all stakes and outcomes are fully 

described, unlike what pertains in real-life scenarios 9. Risk-seeking in these tasks appears 

to monotonically decrease from childhood into adulthood, and this fails to capture a reported 

characteristic mid-adolescence peak in real-life risk taking 14. When lotteries involve 

ambiguity or uncertainty 15, 16, adolescents avoid outcomes of unknown probability to a 

lesser extent, and invest less in information searching, compared to children or adults 9. A 

further discrepancy with real-life risk taking is the relative insignificance of potential (petty 

financial) outcomes in these tasks, which tends to obviate an element of emotional arousal 3. 

This also applies to the often-used, game-like, virtual Balloon task where the worst outcome 

in the cover story is bursting a party balloon 13.

Here, we sought to address these shortcomings in order to identify antecedents of individual 

differences in adolescent risk taking. To this end, we drew on ethological ideas of risky 

foraging for reward under threat of predation 17, 18, 19. Risky foraging is a common 

biological scenario, which is extended over time, and affords detection of relatively low-risk 

opportunities in high-risk environments 20, 21. We previously described a human risky 

foraging task, resembling rodent approach/avoidance conflict tests, which necessitates 

multiple sequential decisions and exploration of stakes and probabilities in real time. Within 

an ethological framing, which includes virtual 'death', we showed that cautious behaviour 

relies on similar neural circuits to that of rodent tasks where harm is looming 22, 23, 24, 25, 26. 

This task allows, in principle, a comparison to real-life scenarios, as well as an assessment of 

the "dynamic flow of decision-making" 27.

In this task, players weigh potential gains against two potential threat features. The first is 

the presence of one or other task scenario associated with a different overall threat 

probability, where these are learned by experience and signalled by frame colour. The 
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second threat feature relates to foraging being extended over time. Early on, there is little to 

lose by getting caught, and participants typically forage vigorously, but reduce such foraging 

with the passage of time, as they accumulate gains. We have previously shown that this latter 

behavioural change over time is impacted by a range of anxiolytics as well as by 

hippocampal lesions, with no consistent effect reported in the case of threat probability 
23, 24, 25. In a related task, we have provided neuroimaging and lesion evidence suggesting 

that distinct neural substrates account for a representation of threat probability and loss 

magnitude respectively 22, 26.

Here, we exploited a large dataset, involving an accelerated longitudinal design that spanned 

a limited age range (14-24 years), to probe how individual differences between adolescents 

and young adults, including sex, age, IQ, and a large variety of mental health measures, 

account for success in risky foraging. More specifically, we were interested in examining 

how these factors shape sensitivity to the presence of potential threat, differences in threat 

probability, and the passage of intra-epoch time. Importantly, the task provides a rich set of 

behavioural measures. By splitting our data into discovery and confirmation samples, we 

exploit these measures in an entirely data-driven way and form hypotheses that were first 

pre-registered before confirmation in the hold-out sample.

Results

Analysis strategy

N = 781 adolescents, drawn from the Neuroscience in Psychiatry Network (NSPN) 2400 

cohort 28, completed 81 epochs (i.e. trials) of a pac-man style computer game in which they 

foraged for tokens under threat of virtual predation (see figure 1). The data curator (MM) 

randomised these data into a sex- and age-balanced discovery sample (N = 492) and a hold-

out confirmation sample (N = 289, table 1). The data analyst (DRB) had access to the 

discovery sample alone. This sample was used in an exploratory analysis to derive 9 distinct 

pre-registered hypotheses (https://osf.io/hrce6/, registered on 28.07.2018, table 2) prior to 

accessing data for the confirmation sample. We then tested these hypotheses in the hold-out 

sample without parameter re-fitting. We report out-of-sample predictive performance (i.e. 

with parameters fixed from the discovery sample) from these tests, as well as in-sample 

predictive performance (i.e. with parameters fitted in-sample) for the combined sample 29. 

To put our findings into context, we report effect sizes (but no inference statistics) from post-

hoc exploratory analyses.

During data exploration in the discovery sample, we considered 38 task variables (see 

Supplementary Results 1 for a detailed list). These included 4 summary statistics (see 

Extended Data Figure 1 for their derivation) for each of 7 previously validated, (intra-epoch) 

time-dependent variables and their weighted "cautiousness" sum score 25, and 6 additional 

time-independent measures including overall performance (tokens retained after the epoch 

had finished), all averaged over the 81 epochs of the game. We analysed how these 38 task 

variables related to 32 predictor variables. The latter included sex, age, IQ, and self-report 

questionnaire data that covered a broad range of mental health symptoms and dispositions 

(see methods). All bivariate linear or quadratic relationships discovered in these 2432 tests 
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formed part of our hypotheses summarised in table 2; any relationship not mentioned therein 

was not significant at an alpha level of p < .001 in the discovery sample.

Task properties

Test-retest reliability over two years for those task variables included in the confirmatory 

analysis exceeded rtt > .5 (see Supplementary Results 1 for test-retest variability of all task 

variables). These 38 variables were correlated (see Supplementary Results 1) and can be 

conceptually characterised as contributing to at least three interpretable and replicable 

factors; namely sensitivity to threat probability, sensitivity to intra-epoch time, and 

performance achieved (see Supplementary Results 1 for factor analysis). However, the factor 

scores explained less variance in predictor variables than some of the individual task 

variables. Therefore, in what follows we focused on the latter.

Task performance, ie. tokens retained after the predator wakes up, stands out among task 

variables. In a post-hoc analysis across the combined sample, average token collection 

during the epoch was the best predictor of performance (76.9% explained variance), 

decrease in wall distance over the epoch was the best predictor of remaining variance 

(12.4% explained variance), and average wall distance was the best predictor of still 

remaining variance (1.1% explained variance). At the suggestion of a reviewer, we 

investigated average survival rates. None of the 32 predictors explained more than 1.6% 

variance in survival rates in the discovery sample. Among task variables, survival was best 

explained by the average cautiousness sum score (67.1% explained variance in combined 

sample); increase in safe quadrant presence as the epoch progressed explained most of the 

remaining variance (3.8% explained variance); and average wall distance explained most of 

still remaining variance (1.7% explained variance). Another variable considered during the 

revision was average latency to initiate escape (defined as first movement away from the 

threat) once the predator woke up, which took on values between 100 ms (minimum latency 

defined by the maximum attainable speed) and 500 ms, explaining 1.4% variance in raw 

survival rate. Notably, the predator moved at 40 grid movements per second, while the 

maximum attainable speed of the human player was 10 grid movements per second. Thus, 

the player's sensorimotor performance during escape was by design less decisive for survival 

than the player's location on the grid when the predator woke up.

Sex was the strongest predictor of behavioural differences in the task

Amongst the 32 predictor variables, sex was the single best predictor of performance (tokens 

retained after the predator woke up), explaining 17.0% variance in this metric in the 

combined sample. Males earned 19.9%, or approximately 1 standard deviation, more tokens 

than females (see figure 2B, table 2, Extended Data Figure 2, Supplementary Table 2). In the 

discovery sample, sex was associated with 7 task variables (including task performance) at 

an alpha level of p < .001. Males collected more tokens per time unit, moved faster (see 

figure 2A), and approached closer to predator location (see figure 2B). Over time, they also 

decreased their distance to walls, token collection rate and overall speed, more rapidly than 

females. To collectively confirm these associations, we computed a multiple logistic 

regression model that predicted sex from these 7 task variables (H1, table 2). This model 

was confirmed without refitting, using a random permutation test in the hold-out sample.
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Descriptively, male behaviour for most measures converged to that of females towards the 

end of an epoch, when they had collected a number of tokens, and the cost of predation was 

getting high. Consequently, post-hoc analyses across the entire sample revealed no evidence 

that males were less successful in avoiding a predator (sex difference in average survival rate 

0.52%; -1.81%-2.84% 95% parametric confidence interval; LBF = 0.90 in favour of a model 

without sex difference). Figure 2C shows occupancy heat maps for the peak token collection 

period and illustrates how females, on average, maintained a closer proximity to the safe 

place and to the walls than did males.

Next, we asked if any of the other 6 task variables relating to sex mediated the observed 

performance difference between males and females (see figure 2E). In a post-hoc mediation 

analysis 30, over the combined sample, average token collection (82%) and decrease in token 

collection over the epoch (13%) mediated the largest proportion of the performance 

difference. For detailed results and further mediation analyses, see Supplementary Results 2.

Sex differences in the time people had spent with computer games in their daily lives could, 

in principle, affect performance in the present task. If, for example, males spent more play 

time and already performed better than females, then this could explain our results. In this 

case, one would expect a steeper performance increase over trials in female participants. To 

test this hypothesis in a pre-registered analysis, we analysed the epoch-by-epoch 

performance trajectory (H2, table 2). In our discovery sample, we found that males and 

females started at the same performance level, but males increased their performance more 

steeply over repeated epochs than females (see Supplementary Results 3). This is the 

opposite of what one would expect if females' overall worse performance were explained by 

less experience with computer games. However, this sex difference was not confirmed in the 

hold-out sample (see table 2 and Supplementary Results 3). Nevertheless, we did not find 

any evidence for a steeper epoch-by-epoch performance trajectory in females in the 

confirmation sample. Also, the individual slope of the epoch-by-epoch performance 

trajectory mediated only a negligible proportion (0%) of the sex effect on performance (see 

Supplementary Results 2).

Because of a strong effect of sex, we controlled for sex in all further analyses. All significant 

relationships reported in what follows remained significant when sex was modelled as 

covariate.

Self-reported daringness, IQ, and cognitive complexity predict better performance

We next investigated the relationship between 29 self-report measures, IQ, and age, and task 

variables. Self-reported daringness, measured with the CADS questionnaire, explained 3.9% 

of performance variance in the combined sample. In the discovery sample, participants with 

higher self-reported daringness collected, and retained, more tokens, and decreased their 

token collection more rapidly with the progression of time over an epoch (H4, see figure 

3AC, table 2, Supplementary Table 2, Extended Data Figure 3). These associations were 

collectively confirmed in the hold-out.
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In a post-hoc mediation analysis, over the combined sample, average token collection 

mediated 87% of the CADS effect on performance. For detailed results and further 

mediation analyses, see Supplementary Results 2.

Because daringness related to 3 summary-statistics of time-dependent measures, we assessed 

in a pre-registered analysis (H7, see table 2) whether daringness predicted continuous intra-

epoch trajectories of these, or other, time-dependent measures. Thus, we computed the 

average intra-epoch trajectory for the 20 individuals with highest self-reported daringness in 

the discovery sample, for each of the 7 time-dependent measures (see figure 3B). We then 

projected each individual's trajectory onto this trajectory. This quantifies the extent to which 

an individual pursues the strategy that high CADS daringness scorers use (note that in this 

approach, an individual can use this strategy to a higher extent that the highest CADS 

daringness scorers). In the discovery sample, this metric was predicted by self-reported 

daringness for distance from walls, token collection rate, and speed on grid (see figure 3BC, 

table 2, Supplementary Table 2). These associations were collectively confirmed in the hold-

out.

The next best predictor of performance was IQ, as measured with WASI-I, which explained 

3.8% performance variance across the combined sample. In the discovery sample, 

participants with higher IQ decreased their token collection more as time progressed during 

an epoch, and retained more tokens (H3, see figure 4AB, table 2, Supplementary Table 2, 

Extended Data Figure 4). These associations were collectively confirmed in the hold-out.

In a post-hoc mediation analysis, over the combined sample, decrease in token collection 

mediated 80% of the IQ effect on performance. For detailed results and further mediation 

analyses, see Supplementary Results 2.

Finally, self-reported cognitive complexity as measured by the BIS explained 2.2% of the 

variance in performance across the combined sample. In the discovery sample, individuals 

with higher questionnaire scores (corresponding to lower cognitive complexity) reduced 

their token collection rate less over time, and retained fewer tokens (H6, see figure 4CD, 

table 2, Supplementary Table 2, Extended Data Figure 4). These associations were 

collectively confirmed in the hold-out.

In a post-hoc mediation analysis, over the combined sample, a decrease in token collection 

mediated 94% of the cognitive complexity effect on performance. For detailed results and 

further mediation analyses, see Supplementary Results 2.

Three associations found in the discovery sample were not confirmed in the hold-out 

(H5/8/9, see table 2). Furthermore, none of the underlying bivariate relationships replicated 

in the confirmation sample, even when we did not correct for multiple comparison (see 

Supplementary Table 2). In particular, the quadratic bivariate relationship of the anxiety 

questionnaire RCMAS with task variables was not confirmed (H8). Notably, there was also 

no linear relationship of self-reported anxiety with any task measure in the discovery sample 

at our alpha level. However, Bayes Factors were not strongly in favour of a model without 

RCMAS for any task measure (|LBF| < 3), such that we cannot firmly rule out a true effect 

of self-reported anxiety on task variables.
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Absence of evidence for an impact of age or maturation on behaviour

Surprisingly in our cross-sectional analysis, age did not predict any task variable, including 

survival rates, either in a linear or quadratic manner, or when splitting the discovery sample 

as a function of sex. There was no age by sex interaction for any of the task variables. 

However, Bayes Factors were not strongly in favour of a model without age for any analysis 

(|LBF| < 3), such that we cannot rule out a population effect of age. All of these results 

replicated in the confirmation sample.

Our accelerated longitudinal design also enabled us to ask whether passage of time, as index 

of maturation at this age, had an impact on task measures. In a subsample of n = 63 

participants, distributed across discovery and confirmation sample, who returned 6 months 

after the first visit (BSL) and played the game again (visit FU-R), the pattern of changes 

between BSL/FU-R and FU-R/FU-1 suggested an absence, or insignificant impact, of 

maturation (see Supplementary Results 4). Furthermore, in the larger number of participants 

(N = 567) who took part in BSL and FU-1 (after 11-32 months), but not necessarily in FU-

R, any behavioural change between the two assessments was best explained by repetition 

and not by the time elapsed, for discovery, confirmation and combined sample, as evidenced 

by Bayesian model comparison (all LBF > 3 in favour of the simpler model without time, 

see Supplementary Results 4). The impact of age at BSL on the impact of repetition of the 

task is reported in Supplementary Results 4.

Relation of risk aversion and related economic preferences to risky foraging task

In a final post-hoc analysis, we examined how a pure economic risk aversion measure 

related to behavioural indices of cautiousness in our task, harnessing an economic risk 

preference paradigm in which participants made a choice between a sure amount and a 

lottery (see Extended Data Figure 5). A propensity to choosing the lottery was parameterised 

in a variant of an economic risk-return model 31, specifically the mean-variance-skewness 

(MVS) model 32, 33. This conceptualises choice as logistic function of the difference 

between the certain amount, and a weighted sum of the lottery's expected value, variance, 

and skewness. The relation between economic task parameters on the one hand, and the 7 

task variables that related significantly to predictor variables on the other, is reported in 

Supplementary Results 5. None of these relations exceeded 1.7% explained variance. In 

keeping with previous research, we found that males were less averse to increasingly 

variable gambles than females (Cohen's d = 0.28; 0.13-0.42, 95% parametric confidence 

interval) without a pronounced difference in skewness preference (Cohen's d = -0.08; 

-0.20-0.07). Aversion to variable gambles explained 1.9% of the sex effect on performance 

(proportion of mediation 2%; - 0.1%-5.0%, 95% bootstrap confidence interval), preference 

for skewed gambles explained 0.1% (-0.4%-1.0%), and choice temperature mediated 2.1% 

(0.3%-5.0%).

Discussion

In this paper, we investigated antecedents of individual differences for risky foraging in 

adolescents and early adulthood. We explored a large number of relationships in a discovery 

sample, pre-registered 9 selected hypotheses, and then tested these in an independent hold-
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out sample. Our main finding is that sex was the best predictor of cautiousness as well as 

performance, with a 20% payment gap between the sexes. Independent of sex, self-reported 

daringness, cognitive complexity, and measured IQ, also predicted better task performance. 

At the same time, there was no evidence that internalizing measures such as clinical anxiety 

were associated with behaviour in the task. Neither did we find evidence that developmental 

time related to improved performance or reduced risk-taking, both in cross-sectional and 

accelerated longitudinal analyses.

An extensive literature suggests greater risk-taking for males than females, including many 

self-report and experimental broadly defined ‘risk’ measures 34. Our study reveals a more 

nuanced picture. Male adolescents took calculated risks that made them more successful in 

the long term. Male adolescents were less cautious (ie. collected on average more tokens and 

moved closer to the predator's location) when their potential losses were small early in an 

epoch, but adapted their behaviour to the same level as females (ie. decreased token 

collection to a greater extent over time) when a potential loss increased towards the end of 

the epoch. Our mediation analysis showed that higher initial, and more steeply decreasing, 

token collection explained most of the payment gap in our task. Therefore, male adolescents 

behaved daringly but not recklessly, in line with studies showing greater adjustment-to-risk 

in males in the Cambridge Gambling Task 35, 36. Males are often reported to prefer 

economic risk (higher variability in outcomes) more than females 34, 37. We replicated this 

finding here in an economic risk preference task. However, this preference did not mediate a 

large proportion of the sex effect on performance rendering it more likely to represent a 

separate propensity. Interestingly, our findings support a field study 2, which suggested a 

provision of economic bonuses for taking real-life risk in the ‘gig economy’ may 

disadvantage women, even in the absence of employer and customer discrimination.

What might account for sexual dimorphism in risky foraging behaviour? One explanation 

that we examined is that males are more practiced in computer games. While there is 

evidence for equivalent exposure to video games in both sexes 38, male adolescents engage 

more in the most violent-action-like video games 39, which provide for more intense 

sensorimotor training 40, 41. However, sensorimotor practice alone is unlikely to explain our 

results. First, as per design of the task, sensorimotor practice has only a very small impact on 

escape success, which is mostly determined by a player's location on the grid when the 

predator wakes up. We found that males moved closer to the sleeping predator but did not 

get caught more often, an observation not explained by better sensorimotor performance and 

which we speculate instead depends on meta-cognitive abilities. Furthermore, we found no 

evidence that females increased their performance more over repeated epochs (i.e. with 

increased sensorimotor training). On the contrary, performance increased more steeply for 

males with experience, at least under high threat probability, supporting an argument of 

greater metacognitive ability to learn based on observing one’s own performance. It is 

possible that training in violent-action-like games improves such ability, including 

habituation in perceiving ‘apparent death’ as an affordable outcome (in virtual reality), such 

that it can more easily be included into utility calculations 17.

A complementary explanation for females’ overall higher cautiousness might be that signals 

of potential threat presence weigh more negatively into their subjective perception of reward 
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itself, possibly based on their life experience of potential threats. On the other hand, males 

may be more sensitive to quantitative threat features, particularly related to the way that 

losses vary over time. In our study, potential threat is signalled by a predator shadow 

looming in a corner, which stays constant over time. In a study of human avoidance learning, 

females engaged in avoidance behaviour more quickly and for longer during signalled threat 

periods than was the case for males 42, 43. Thus, in our study, threat signals may motivate 

females more against vigorous foraging despite a lack of actual hazard early in each epoch. 

Males may take into account the actual loss magnitude to a larger extent, which is variable 

over the course of an epoch. There was no difference between males and females in 

sensitivity to threat probability. Notably, the interpretation that decreased foraging over the 

epoch corresponds to increased cautiousness is plausible but there are alternative 

explanations, including a decreasing marginal utility of collecting additional tokens, or 

subjectively increasing hazard rate (which is objectively decreasing over time).

Two aspects of externalizing disposition were associated with task performance, but in 

opposite directions. Dispositional decision impulsivity, measured by ‘BIS cognitive 

complexity’, was anticorrelated with performance, while 'CADS daringness' correlated with 

performance and other task measures. These results provide an external validation for our in-

task findings, albeit with small effect sizes. Furthermore, participants with high IQ 

performed better. Participants who did best were those that saw themselves as daring (high 

CADS daringness) and engaged in foraging to a greater extent, but were thoughtful as 

opposed to reckless (high IQ and low cognitive impulsivity), allowing them to decrease their 

foraging more steeply as potential loss increased. Mediation analysis suggested that 

although IQ and self-reported cognitive complexity were to some extent related, they 

represented for the most part separate influences on task behaviour. How these influences 

play out, and in particular how IQ leads to better performance, remains to be determined. We 

suggest a mediation is likely to reflect multiple influences, from faster reaction times 

through to reduced Pavlovian bias for losses 44.

We did not find evidence that self-reported anxiety predicted behaviour. Notably, approach/

avoidance conflict paradigms such as the one we use here are designed to temporarily elicit 

cautious behaviour, not to distinguish among individuals based on self-reported anxiety. 

GABAergic anxiolytics consistently decrease cautiousness in rodent approach/avoidance 

conflict tasks 45, 46, 47, and in their human analogues 24, 25, 48, whereas other anxiolytic 

manipulations (such as chronic SSRI treatment) do not (or only inconsistently) reduce 

cautiousness in these tasks (see 47 for review). This suggests that cautiousness in this 

category of tasks (and possibly real-life cautiousness) is not directly related to, or 

determined by, feelings of anxiety, or their representation in questionnaire measures. More 

generally, while some models of human emotion make an implicit assumption that 

behaviour relates to concurrent subjective feeling, there is relatively little evidence for such a 

direct link 49, see for reviews e.g. 50, 51. This has motivated a view that regards reported 

feelings as representations inferred from both interoception and from mechanisms that 

generate behaviour 50, 52, presumably with considerable interindividual variability in this 

inference, as is the case for other meta-cognitive and interoceptive processes 53. In our view, 

this calls into question the viability of any straightforward mapping between cautious 

behaviour in approach/avoidance conflict tasks and self-reported anxiety, a mapping that has 
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received limited empirical support to date. Interestingly, there was only a modest relation of 

anxiety and daringness in our sample (r = -.07), with some individuals expressing high 

values on both metrics. Thus, one may speculate that anxiety and daringness/cautiousness 

represent partly separate propensities that relate to different aspects of every-day behaviour 

on the one hand, and clinical symptoms on the other.

How reduced cautiousness in our task relates to catastrophic risk miscalculations, which can 

characterise the behaviour of male adolescents with a typical peak in mid-adolescence, 

remains to be determined. In our task, we did not detect any sex difference in terms of 

virtual survival. Furthermore, across the age range investigated here (14-24 years), we found 

no evidence for an effect of age or maturation on any task measure, including virtual 

survival. This raises a question as to which type of risk-taking our task measures. Reduced 

cautiousness in our task was linked to increased performance and thus may conceptually 

relate to adaptive risk-taking 7 where the latter has recently been suggested to be indexed by 

self-reported sensation-seeking 8. Sensation seeking is viewed to peak around 16 years of 

age 8, which is not the pattern we observe for cautious behaviour in our task. Impulsive risk-

taking, thought to be maladaptive 7, might relate to task survival rates, but again we found no 

impact of age. To conclusively rule out a relation with age it will be desirable to investigate a 

wider age range of subjects, including children (see e.g. 9). However, we note that in a recent 

post-hoc analysis of adults between 18-57 years playing a similar game as ours, we observed 

a negative association of cautiousness with age. In other words, older participants were more 

risk-taking than younger ones by this metric 25. This implies our task might measure a type 

of risk-taking that is a relatively stable trait (as indexed by moderate test-retest reliability 

over 2 years) but one that is unrelated to the specific type of risk-taking that leads to 

adolescents' increased vulnerability to catastrophic outcomes.

In conclusion, we found that young people do not fully maximize returns in a setting where 

sensory features – but not actual consequences – approximate a prey situation. Attributes of 

male sex, a self-assessment as ‘daring’, high ‘cognitive complexity’ (i.e. low reflection 

impulsivity) and having higher IQ help maximize monetary returns. We found no evidence 

that age or maturation played a role in the 14-24 years age range. We speculate that specific 

subcategories of externalizing disposition, rather than internalizing features such as anxiety, 

dominate in determining better or worse performance under risky foraging in young people.

Methods

Ethics statement

This research complied will all relevant ethical regulations. Written informed consent was 

obtained for all participants over the age of 16, and written consent from a parent/legal 

guardian was obtained for younger participants together with their assent. Ethical approval 

was granted by the National Health Service Research Ethics Committee (project ID 97546). 

Participant compensation for this task was between £0.00 and £5.00 with an average of 

£2.50.
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Participants and Design

Our sample consisted of individuals recruited from the Neuroscience in Psychiatry Network 

(NSPN) 2400 Cohort. This was a community-based sample of young people living in either 

Cambridgeshire or Greater London, UK (Kiddle et al., 2018). The sampled age range was 

chosen to capture a high-risk period for onset of a range of common mental health problems, 

including a period of peak incidence of adolescent risk taking. Using purposive sampling, 

we recruited approximately equally in 5 age and sex groups (14–15, 16–17, 18–19, 20–21, 

22–24 years old), until 785 participants were tested as a ‘baseline cognition cohort’ between 

2013 and 2016. All participants also filled several batteries of questionnaires, described 

below. Participants performed multiple tasks with different analysis methods and anticipated 

effect sizes. Thus, overall sample size was heuristically determined. Below we provide a 

post-hoc power analysis for the task reported here.

Study data were collected and managed using REDCap electronic data capture tools hosted 

at University College London. REDCap (Research Electronic Data Capture) is a secure, 

web-based application designed to support data capture for research studies 54. N = 781 

participants provided complete data for the task reported here at baseline. Incomplete data 

were not analysed 28. An accelerated longitudinal design was then used, in which the 

baseline sample was invited for follow up testing. N = 568 (N = 567 complete data) 

participants attended after 11-32 months, the FU-1 sample. A small subset of participants 

was additionally tested 6 months after baseline testing (FU-R, N = 68 participants, N = 64 

complete data) to test for task stability and help interpret the FU-1 results.

Human risky foraging task

This task was developed to reflect established rodent approach/avoidance conflict tests in a 

pac-man style computer game 23, 24, 25. The current study used a shortened version with 

reduced number of threat probability levels (2 instead of 3) and fewer trials per condition (20 

instead of 40), and was presented using the MATLAB toolbox Cogent 

(www.vislab.ucl.ac.uk). The task included 80 ‘epochs’ (and one bonus epoch, see below), 

that is, time periods in which participants had the opportunity to accumulate monetary 

tokens. In each epoch, they collected tokens on a 24 × 16 grid while under threat of being 

chased by a predator. Being caught resulted in the loss of all tokens collected in that epoch 

(see Figure 1A). One corner of the grid was a location safe from predator attack. The safe 

place was either the player’s starting place or the opposite corner, randomly balanced over 

epochs. The 80 epochs were divided into five blocks of 16 epochs and approximately 5 

minutes duration, with short self-paced breaks.

Tokens—At all times, ten tokens were uniformly distributed on the grid, and every 2 s one 

of the tokens changed its position randomly, in order to encourage uniform foraging across 

the grid. Collected tokens were replaced in a random position on the grid, and the number of 

collected tokens was displayed above the grid.

Predator—The predator was initially inactive in the corner diagonal to the safe place. 

Participants were instructed that the predator could become active and chase participants any 

time. Colour of the frame around the grid indicated two distinct predator wake-up 

Bach et al. Page 11

Nat Hum Behav. Author manuscript; available in PMC 2021 February 01.

 E
urope PM

C
 Funders A

uthor M
anuscripts

 E
urope PM

C
 Funders A

uthor M
anuscripts

http://www.vislab.ucl.ac.uk/


probabilities (0.25 or 0.75), which participants learned to distinguish. Participants started 

either in the same place as the predator ('active') or in the safe place, ie. opposite the predator 

('passive'). Notably, all epochs entailed going out onto the grid to collect tokens, and we 

have previously shown that over the course of an epoch, behaviour becomes comparable for 

the two starting positions 23, 24, 25, such that we averaged data over this factor, except for 

single-trial analysis of performance where such averaging was not possible.

Movements on the grid—Participants coordinated their movements by pressing the four 

computer keyboard arrow keys. No diagonal movements were possible. Participants could 

move at a maximum speed of 10 grid blocks per second if they held a key pressed. Both 

predators had the same speed of 40 grid blocks per second.

Epoch duration—Duration of the foraging phase was randomly drawn from 3 s, 6.5 s, 10 

s, or 13.5 s. After the pre-determined foraging phase duration, the predator either woke up 

for a 5-second chase phase, or the next epoch started. Only the foraging phase was analysed. 

Before each epoch started, there was a 3 s countdown with a preview of the grid layout, 

during which the player could not move, to facilitate orientation on the grid.

Post-task questions—Participants rated on a visual analogue scale (ranging from 0% to 

100%) the wake-up probability of the two predators. Finally, participants were given the 

choice to select the predator that they would like to face in a final bonus round. The majority 

of participants preferred the low-threat predator (discovery sample: 68%, confirmation 

sample 69%, both p < .001 in binomial test). They rated the wake-up rate of the low-threat 

predator as smaller than of the high-threat predator (mean ± standard deviation: discovery 

sample 47.5% ± 19.02% vs. 61.7% ± 17.84%; t491 = 10.7; p < .001; confirmation sample 

46.1% ± 17.62% vs. 64.3% ± 17.69%; t324 = 11.9; p < .001).

Payment—At the end of the game, the average number of retained tokens over the whole 

task was transformed into a monetary reimbursement that was added to a constant fee for the 

whole testing day. Participants were truthfully told that average earnings from this task were 

expected to be £2.50 (and a maximum of £5.00) depending on performance.

Task measures

We took advantage of the substantial sample size to carry out extensive exploration in a 

‘discovery’ sub-sample, and relied on an independent out-of-sample testing to validate our 

key hypotheses (see Analysis strategy below) Thus we analysed in total 38 task measures in 

the discovery sample.

First, we extracted seven previously reported continuous behavioural variables for each 1-

second time bin within each epoch: (1) proportion of presence in safe place (the only grid 

block which the predator could not enter), (2) distance (as the crow flies) from threat (i.e., 

from the predator), (3) distance from nearest wall, (4) presence in safe quadrant (i.e. the 

quarter of the grid surrounding the safe place), (5) presence in threat quadrant (i.e. quarter of 

the grid surrounding the predator position), (6) token collection, and (7) speed when outside 

the safe place. Furthermore, we combined them into (8) a summary measure by weighting 

each measure by its theoretically possible range within the task, as reported previously 25. 
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We then averaged these measures across trials for each task condition. In doing so, we had to 

account for the different duration of epochs. For analysis of trajectory similarity, we used 

mean imputation, which is the strategy we had used for trajectory analysis in previous 

publications 23, 24, 25. For the computation of epoch-summary scores (see below), due to a 

coding error that was detected after pre-registration, we imputed missing values with zeros. 

In supplementary results 6, we show that the resulting epoch-summary scores span the same 

space as scores computed with mean imputation and weighted least square regression. We 

further analyse the impact of this method on results, and show that all our key findings are 

replicated when using mean imputation before computing epoch-summary scores.

Normatively, as the number of collected tokens increases over an epoch within our task, so 

do potential losses, and participants should become more cautious by retreating to the safe 

place. We previously observed that the linear component of this intra-epoch adaptation of 

behaviour is reduced by the anxiolytics lorazepam, pregabalin and valproate, and by 

hippocampus and amygdala lesions 23, 24, 25. We have also observed lesion-induced overall 

changes in the average behaviour, and in the impact of threat probability 23. This motivated 

computing, for each of the 8 measures, the following 4 epoch-summary scores: (1) slope of a 

linear ordinary least squares regression on intra-epoch time, across both predators; (2) 

average over time and both predators; (3) difference in regression slope between the 

predators; (4) average difference over time, between the predators (see Extended Data 

Figure 1). We note that (2) corresponds to overall threat sensitivity, (1) to sensitivity to 

passage of time during an epoch, (4) to sensitivity to threat probability, and (3) to the 

interaction between time and threat probability. All measures were then recoded such that 

higher values mean higher cautiousness overall, or more cautiousness later (as opposed to 

earlier) during the epoch. Overall, this yielded 8 x 4 = 32 task measures. Furthermore, we 

analysed three summary statistics that did not depend on time: the number of tokens retained 

after the epoch ended (including predator chase phase) as main performance measure, the 

time until first (re-)entry into the safe place, and the minimum distance to the predator 

during foraging. For each of these three measures, we computed the average across 

conditions, and the difference between high and low threat probability, thus yielding another 

6 task measures. Overall, 38 task measures were analysed.

Demographic and self-report measures

As demographic measures, we included sex and age on the day of the cognitive task. An 

estimate of total IQ was obtained using the 2-subtest version of the Wechsler Abbreviated 

Scale of Intelligence – First Edition (WASI-I) 55. Self-report questionnaires were sent out in 

three waves not synchronised with the cognitive task battery. If more than one questionnaire 

pack was returned, we linearly interpolated questionnaire values from the two closest time 

points to the time point of the cognitive task. We measured symptoms with the Mood and 

Feelings Questionnaire (MFQ) 56, the Revised Children’s Manifest Anxiety Scale (RCMAS) 
57, the Rosenberg Self-Esteem Scale (RSE) 58, the Kessler Psychological Distress Scale 

(K10) 59, and the ‘Behaviour Checklist’. The latter was a new brief self-report instrument 

based on the DSM-IV criteria for conduct disorder 28. Dispositions were assessed by the 

sum scores for the 3 subscales of the Antisocial Process Screening Device (APD) 60, the 3 

measures of the Child and Adolescent Disposition Scale (CADS, see Supplementary Table 
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3) 61, the 9 subscales of the Schizotypal Personality Questionnaire (SPQ) 62, the 3 subscales 

of the Inventory of Callous-Unemotional Traits (ICU) 63, and the 6 first-order factors of the 

Barratt Impulsive Scale (BIS, see Supplementary Table 4) 64. Overall, 32 demographic and 

self-report measures covering ‘internalizing’ characteristics that might be related to over-

cautiousness and anxiety, and ‘externalizing’ measures that might relate to inability or 

unwillingness to exercise thoughtful caution, were included in the analysis.

Statistical analysis: exploration-confirmation analysis

The high dimensionality of the data set and the many possible ways of analysing it posed a 

formidable multiple comparison problem. This is why we opted for a rigorous out-of-sample 

validation approach. All analyses were performed in a ‘discovery’ sub-sample and selected 

hypotheses from this analysis were pre-registered. The hold-out sample was then used for 

confirmation. The data analyst (DRB), who was located outside the NSPN centres, had no 

access to the primary NSPN database. He was provided the two samples via the data curator 

(MM) sequentially, so as not to have access to the hold-out sample until after the 

confirmation analysis was pre-registered at the Open Science Framework on 28.07.2018 

(https://osf.io/hrce6/). All models to be confirmed were included in this pre-registration as 

RData files. The discovery sample comprised around 2/3 of the data, randomly drawn for 

each sex and age group from the entire sample (N = 492), while the remaining cases 

constituted the confirmation sample (N = 289). In addition, the data analyst had access to all 

data from the N = 64 FU-R cases, which were distributed between discovery and 

confirmation samples. The size of discovery and confirmation sample was determined 

heuristically. At our chosen alpha level of α = .001, the discovery sample was sufficiently 

large to detect a bivariate correlation of R2 = .10 with > 99% power, a correlation of R2 = .05 

with 96% power, and a correlation of R2 = .02 with 44% power.

All statistical tests (with the exception of random permutation tests) were two-tailed. All 

statistical models (with the exception of random permutation tests) assumed normality of the 

residuals, but this assumption was not formally tested.

First, we constructed quantitative hypotheses of how task measures related to demographic/

psychometric variables. We computed 1216 bivariate regressions between each task measure 

on the one hand, and each demographic/self-report variable on the other. Only findings at an 

alpha level of p < .001 were retained. To minimise the number of confirmation tests, we then 

built multiple regression models to predict each psychometric/demographic measure 

simultaneously from all those task measures that had a significant bivariate relation. These 

models were then applied to the confirmation data set without refitting, and tested by 

randomly permuting the dependent variable 105 times. We present the ratio of explained 

variance (R2) in the hold-out sample as best estimate of the out-of-sample predictive 

performance, and the explained variance for a multiple regression model with the same 

predictors, fit on the combined sample, as best estimate of in-sample predictive performance 
29. For all effect sizes, we computed 95% confidence intervals from the sampling 

distribution of 105 bootstrapped samples, taking into account the asymmetric distributions. 

Notably, confidence intervals are included due to journal requirements and do not reflect the 

posterior plausibility of true parameter values 65. We then estimated the relative contribution 
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of each task measure in predicting the demographic/self-report measure in sequential 

procedure, by residualising on each step each task measure with respect to the measure that 

shared most variance with the predictor in the previous step.

Next, we were interested in quadratic relationships between demographic/self-report 

variables, and task variables. We computed 1216 multiple regression models to predict each 

task measure from a second order polynomial of each demographic/self-report variable (ie. 

from the variable and its square). Findings at an alpha-level of p < .001 were retained. We 

then build multiple regression models to relate the questionnaire variable to the several task 

measures with significant bivariate quadratic relations. To do so, we z-scored each relating 

task variable across participants, and then averaged over all relating task variables. We then 

build a multiple regression model to predict this task sum score from a second order 

polynomial of the questionnaire measure. This model was then applied to the confirmation 

data set without refitting and with the normalisation parameters established in the discovery 

sample, and subject to the aforementioned random permutation test. Notably, neither of the 

two hypotheses derived in this way was confirmed in the hold-out sample.

CADS daringness was the self-report variable with the highest number of relationships to 

task variables. We were thus interested whether CADS daringness did not only predict 

summary statistics from the task, but also the intra-epoch trajectories. To address this, we 

averaged each of the 7 time-dependent measures across the predator factor. We then created 

the average intra-epoch trajectory for the 20 individuals scoring highest on CADS 

daringness. For the remaining individuals, we calculated the scalar product between 

individual trajectory and high-daringness trajectory, separately for each measure. We then 

computed the bivariate relation between each trajectory similarity measure and CADS 

daringness. Findings at an alpha-level of p < .001 were retained. We then built a multiple 

regression model to predict CADS daringness from all trajectory similarity measures that 

significantly related to CADS daringness, similar to the approach described above. In the 

confirmation sample, we computed, for all participants, trajectory similarity with the high-

daringness trajectories from the discovery sample. We then applied this model to the 

confirmation data set without refitting, in a random permutation test.

All bivariate relations and multiple regression models in the discovery sample were 

replicated after controlling for sex as a covariate. All linear and trajectory models that were 

significant in the confirmation sample were followed up to examine sex as a possible 

confound, by refitting the multiple regression model with sex as covariate, and all confirmed 

hypotheses were replicated in this procedure.

Some individual bivariate relationships were not replicated in the confirmation sample, 

although the joint predictive model was confirmed. To follow up on this discrepancy, all 

confirmed multiple regression models were refitted to the entire data set, to test for a dataset 

× predictor interaction (indicating different weights in discovery and confirmation sample); 

and no significant differences between the regression weights for discovery and confirmation 

sample were found with this approach.
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In all cases where we interpret null results, we computed evidence for a linear model with 

the predictor in question, and a null model without the predictor. We approximated model 

evidence by extracting Akaike Information Criterion 66 with the R function "AIC". We 

computed log Bayes Factors (LBF) as LBF = 0.5 (AICpred - AICnull), where positive values 

are evidence in favour of the simpler null model.

We reasoned that performance differences between the sexes could reflect a differential prior 

experience with computer games, and this could lead to a different performance trajectory 

over trials. Thus, we analysed sex effects on the trajectory of task performance over trials, as 

indexed by the number of tokens retained (after catch phase). We only analysed the first 64 

trials, as the duration (which strongly influences performance) of the remaining 16 trials was 

unbalanced. First we used Bayesian model selection to pinpoint the best model for the trial-

by-trial trajectory across categories. We compared linear, quadratic, logarithmic and square 

root models by Akaike Information Criterion. We then tested the effect of sex in a 2 (sex) x 

2 (predator) x 2 (task) ANCOVA with log(trl) as continuous covariate.

Developmental and practice effects on the task were tested by analysing data from the 

baseline and follow-up measures. We first tested, for each task measure, the change between 

BSL and FU-R, and between FU-R and FU-1. To disentangle the effect of maturation and 

practice in the FU-1 sample, we computed, for each task measure, a linear mixed-effects 

model with repetition as within-subject factor, and time between BSL and FU-1 as 

continuous predictor. We compared this with a model not including time, and extracted 

Akaike Information Criterion to approximate model evidence.

In our analysis, we combined weighted summary statistics of the seven time-dependent 

measures into cautiousness sum scores. We have previously suggested that linear change in 

cautiousness reflects a "loss adaptation" sum score 25. To assess the internal consistency of 

this metric, we report Cronbach's alpha of the 7 contributing statistics. We assessed test-

retest reliability of all 38 task measures by computing the bivariate correlation between BSL 

and FU-R, or FU-1, respectively. Finally, we investigated the internal structure of 7 linear 

change coefficients, or all 34 task measures (excluding the collinear sum scores) by 

computing an exploratory factor analysis using maximum likelihood factorisation with 

varimax rotation. Parallel analysis suggested 2 or 6 factors, respectively. We computed 

exploratory factor analysis with these numbers of factors. We then split the discovery data 

set into random partitions and found that for the factor analysis of 34 task measures, only 3 

factors robustly replicated between different partitions. These 3 factors had a cumulative 

factor loading of .71. This is why we chose to report and interpret the first 2, or 3, factors of 

the exploratory factor analysis. Because factor analysis was computed with a higher number 

of factors, this choice does not impact upon the factor solution. We then defined a 

confirmatory factor analysis by retaining all factor loadings above an absolute threshold 

of .2. The exploratory factor analysis was computed in the confirmation sample in the same 

way, using 2 or 6 factors as determined on the discovery sample, of which we retained 2 or 3 

factors. The confirmatory factor analysis did not converge in the confirmation sample and is 

not reported here. To nevertheless confirm the exploratory factor analysis in the confirmation 

sample, we computed factor values in the confirmation sample using either the loadings 

derived in the discovery sample, or factor loadings from an exploratory factor analysis on the 
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confirmation sample. We then assessed the correlation between the two ways of computing 

factor values.

Further exploratory analyses that did not yield additional insights within the discovery 

sample included predicting the change in task measures between BSL and FU-1 from 

demographic/self-report measures at BSL or from change in these measures between BSL 

and FU-1, and canonical correlation analysis between task and demographic/self-report 

measures.

Statistical analysis: post-hoc analysis in the combined sample

After gaining access to the complete data set, the following exploratory and non-planned 

analyses were performed. We only report parameter estimates and, where appropriate, 

confidence intervals, but provide no inference statistics.

First, we analysed how task performance related to all other task measures. Furthermore, at 

the suggestion of a reviewer, we analysed virtual survival rates, ie. the rate with which 

participants were caught when the predator woke up. We analysed how survival rate related 

to the 38 task measures in the entire sample, and to the 32 predictor measures in the 

discovery sample.

Second, we analysed mediation of the impact of predictors on task variables using the R 

package 'mediation', which uses a quasi-Bayesian Monte Carlo approximation to estimate 

causally mediated, and non-mediated direct, effects 30.

Third, we analysed a separate ‘lottery task’, administered to the same cohort (N = 781 

available data sets, baseline only), in order to assess canonical economic risk preferences. 

This followed very closely the methodology of Symmonds et al 33, but the lotteries were 

simplified to four ‘slices’ (see Extended Data Figure 5), to reduce cognitive load and 

facilitate large scale testing. Please see 33 for further details.

The probability of choosing the roulette was modelled as:

πr = zexp
Er + wvarVARr + wskewSKEW R − Esure

τ

Where the index r refers to the roulette and sure to sure amount, E is expectation (mean), 

VAR the variance, SKEW the skewness, τ the decision temperature parameter, wvar, wskew 

the parameters quantifying the taste of the individual for variable and skewed distributions of 

outcome respectively and z is a normalizing factor ensuring choice probabilities add to 1. A 

lower wvar was therefore hypothesized to statistically explain less avoidance to risk-related 

states (distance from predator, etc) in our main task. The model was fitted by finding, for 

each individual, the set of parameters that maximized the likelihood of the data.

Extended Data
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Extended Data Fig. 1. Extraction of summary statistics from time-dependent variables.
Four summary statistics are extracted for each of 7 time-dependent task measures, and for 

their time-dependent weighted sum (example data). Blue: low threat probability; orange: 

high threat probability. Example data are averaged over the active/passive (ie. starting 

position) factor
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Extended Data Fig. 2. Association of individual task variables with sex.
Results from linear regressions fitted separately on discovery and confirmation sample. See 

supplementary table 2 for statistical tests of the individual relations. To confirm these 

associations collectively, we fitted a multiple logistic regression on the discovery data 

(registered hypothesis H1), which was confirmed. See table 2 in main text for hypothesis 

summary and discovery/confirmation results. A multiple logistic regression across the entire 

sample weakly favoured a model with common regression weights over one with separate 

weights for discovery and confirmation sample (LBF = 2.8).

Bach et al. Page 19

Nat Hum Behav. Author manuscript; available in PMC 2021 February 01.

 E
urope PM

C
 Funders A

uthor M
anuscripts

 E
urope PM

C
 Funders A

uthor M
anuscripts



Extended Data Fig. 3. Association of individual task variables with CADS daringness.
Results from linear regressions fitted separately on discovery and confirmation sample. See 

supplementary table 2 for statistical tests of the individual relations. To confirm these 

associations collectively, we computed a multiple regression model on the discovery data 

(registered hypothesis H4), which was confirmed. See table 2 in main text for hypothesis 

summary and discovery/confirmation results. A multiple logistic regression across the entire 

sample favoured a model with common regression weights over one with separate weights 

for discovery and confirmation sample (LBF = 3.2). For the association of CADS with intra-

epoch trajectories shown in figure 3 and Supplementary Table 2, we computed a multiple 

regression model with these three measures on the discovery data (registered hypothesis 

H7), which was confirmed (see table 2). A multiple logistic regression across the entire 

sample weakly favoured a model with common regression weights over one with separate 

weights for discovery and confirmation sample (LBF = 2.3).
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Extended Data Fig. 4. Association of individual task variables with IQ and BIS cognitive 
complexity.
Results from linear regressions fitted separately on discovery and confirmation sample. See 

supplementary table 2 for statistical tests of the individual relations. To confirm the 

associations with IQ collectively, we computed a multiple regression model on the discovery 

data (registered hypothesis H3), which was confirmed. See table 2 in main text for 

hypothesis summary and discovery/confirmation results. A multiple logistic regression 

across the entire sample weakly favoured a model with common regression weights over one 

with separate weights for discovery and confirmation sample (LBF = 2.5). For BIS cognitive 

complexity, the multiple regression model (registered hypothesis H6) was confirmed as well 

(see table 2). A multiple logistic regression across the entire sample weakly favoured a 

model with common regression weights over one with separate weights for discovery and 

confirmation sample (LBF = 2.7).
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Extended Data Fig. 5. Lottery (revealed economic preference) task.
The roulette task involved a choice between the sure amount (upper left) and a four-sector 

roulette, just complex enough to define an Expectation, Variance and Skewness over roulette 

outcomes. The square in the middle of the roulette indicated a timer to maintain a reasonable 

pace of trials.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. Risky foraging task, building on rodent approach/avoidance conflict tests.
In each of 81 game 'epochs', the participant forages for monetary tokens on a grid, where a 

virtual predator can wake-up and give chase at any time. If caught, the player loses all 

tokens. Each epoch starts with a fresh 'life' and zero tokens. The result from randomly 

selected epochs is paid out in money at the end. Thus, players are incentivized to retain as 

many token as possible on each epoch.
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Figure 2. Relation between sex and task measures.
A: Intra-epoch trajectories of token collection rate and speed when on grid, illustrating the 

sex differences in derived summary statistics (corresponding to measures 2-3, 5, 7 in panel 

D). B: Distribution of time-independent statistics for males and females: tokens retained (i.e. 

performance), and minimum distance from threat (corresponding to measures 1 and 4 in 

panel D). White lines: mean. Standard errors are smaller than line width and not displayed. 

C: Heat maps illustrating the probability of being in each position on the grid during 2.5-4.5 

s after epoch start, for epochs in which the player starts in the predator position ('active') or 

in the safe place ('passive'). Females stay closer to the safe place and to the walls than males. 

D: Proportion of additionally explained variance by each task measure, after residualising 

already explained variance, and normalized for the overall explained variance. Labels for pie 

segments: 1. Tokens retained, 2. Average token collection rate, 3. Decrease in token 

collection rate, 4. Minimum distance from threat, 5. Decrease in speed when on grid, 6. 

Decrease in distance from walls, 7. Average speed when on grid. In terms of bivariate 

relations, sex explained in the combined sample 17.0% (12.4%-22.0%), 15.9% 

(11.5%-20.8%), 14.7% (10.4%-19.5%), 9.0% (5.5%-13.2%), 3.0% (1.1%-5.8%), 1.0% 

(0.1%-2.8%), and 9.1% (5.6%-13.3%) variance (parametric 95%-CI) of these task measures. 
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E: Proportion of mediation of the sex effect on performance. Numeric pie segment labels are 

the same as in D; other: remaining proportion in the sex effect on performance, explained by 

variables that were not part of the mediation analysis and not included in 2-7. 

Supplementary Table 2 and Extended Data Figure 2 show results separately for discovery 

and confirmation sample.
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Figure 3. Relation of self-reported daringness (CADS questionnaire) with task measures.
A: Individual task measures that relate to daringness. B: Average trajectories of the 20 

highest-scoring and the 20 lowest-scoring individuals in the discovery sample for those 

measures in which daringness predicted trajectory similarity. C: Proportion of additionally 

explained variance by each task measure, after residualizing already explained variance, and 

normalized for the overall explained variance. In terms of bivariate relations, daringness 

explained, across the entire sample 3.9% (1.6%-7.1%), 3.4% (1.3%-6.4%), 3.9% 

(1.6%-7.0%), and 2.0% (0.5%-4.5%) variance (parametric 95%-CI) in the task measures as 

listed in C. Supplementary Table 2 and Extended Data Figure 3 show results separately for 

discovery and confirmation sample.

Bach et al. Page 30

Nat Hum Behav. Author manuscript; available in PMC 2021 February 01.

 E
urope PM

C
 Funders A

uthor M
anuscripts

 E
urope PM

C
 Funders A

uthor M
anuscripts



Figure 4. Relation of IQ (measured with WASI) and self-reported cognitive complexity (BIS 
questionnaire) with task measures.
A: Individual task measures that relate to IQ. B: Proportion of additionally explained 

variance by each task measure, after residualizing already explained variance, and 

normalized for the overall explained variance. In terms of bivariate relations, IQ explained, 

across the entire sample, 4.6% (2.1%-7.9%) and 3.8% (1.6%-6.9%) variance (parameteric 

95%-CI) in the task measures as listed in B. C: Individual task measures that relate to self-

reported cognitive complexity. D: Proportion of additionally explained variance by each task 

measure, after residualizing already explained variance, and normalized for the overall 

explained variance. In terms of bivariate relations, self-reported cognitive complexity 

explained, across the entire sample, 3,8% (1.5%-6.9%) and 2.2% (0.6%-4.8%) variance 

(95%-CI) in the task measures as listed in B. Supplementary Table 2 and Extended Data 

Figure 4 show results separately for discovery and confirmation sample.
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Table 1
Age distribution, and psychometric measures predictive of behaviour, for the discovery 
and confirmation samples.

Discovery: Males Discovery: Females Confirmation: Males Confirmation: Females

14-15 47 54 24 27

16-17 48 51 21 27

18-19 47 50 19 27

20-21 48 49 28 33

22-24 47 51 28 32

Mean ± SD Mean ± SD Mean ± SD Mean ± SD

IQ (WASI) 111.95 ± 11.41 109.45 ± 11.18 111.89 ± 11.6 109.99 ± 11.05

CADS daringness 2.67 ± 0.55 2.24 ± 0.61 2.61 ± 0.59 2.28 ± 0.61

BIS cogn. compl. 2.18 ± 0.47 2.32 ± 0.45 2.22 ± 0.49 2.27 ± 0.48

See Supplementary Results 4 for performance (tokens retained) of the different age groups.
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Table 2
Pre-registered hypotheses, and results of the confirmation analysis.

Hypothesis Task variables in 
predictive model

Discovery sample: 
accuracy 
(bootstrapped 95%-
CI); test statistic and 
significance level 
(uncorrected) from 
multiple (H1: logistic) 
regression; H2: LME 
results

Confirmation 
sample: accuracy 
(bootstrapped 
95%-CI) of the 
discovery model; 
significance level 
(uncorrected) from 
non-parametric 
random 
permutation test; 
H2: LME results

Combined 
sample: 
accuracy 
(bootstrapped 
95% CI) of the 
refitted joint 
predictive model

Non-
confirmed 
bivariate 
relations 
included in 
the 
predictive 
model

H1: Male sex is associated 
with less cautious behavior 
and higher performance, as 
indexed by a weighted 
combination of 7 task 
measures

Decrease in distance 
from walls, 
Decrease in token 
collection rate, 
Decrease in speed 
when on grid, 
Average token 
collection rate, 
Average speed 
when on grid, 
Minimum distance 
from threat, Tokens 
retained

69.3% (63.8%-72.6%)
χ2(7) = 126.1

p < .001

69.2% 
(64.0%-74.7%)

p < .001

69.7% 
(65.9%-73.0%)

Decrease in 
distance 
from walls

H2: Male participants 
increase their performance 
(tokens retained) more over 
repeated epochs than 
females

N/A F(1, 30982) = 9.66
p < .001

(see Supplementary 
Results 3)

F(1, 1819) = 0.2
p = .65

(see Supplementary 
Results 3)

N/A N/A

H3: Higher IQ is associated 
with less cautious behaviour 
and higher performance, as 
indexed by a weighted 
combination of 2 task 
measures

Decrease in token 
collection rate, 
Tokens retained

4.0% (-0.2%-6.5%)
F(2, 487) = 10.1

p < .001

6.7% (2.4%-12.2%)
p < .001

4.9% 
(1.9%-7.7%)

All 
confirmed

H4: Higher CADS subscale 
'Daringness' is associated 
with less cautious behaviour 
and higher performance, as 
indexed by a weighted 
combination of 4 task 
measures

Decrease in token 
collection rate, 
Average token 
collection rate, 
Average speed, 
Tokens retained

4.0% (-1.0%-6.2%)
F(4, 456) = 4.8

p < .001

4.3% (0%-9.7%)
p < .001

4.3% 
(4.0%-8.2%)

Decrease in 
token 
collection 
rate

H5: Higher BIS factor 'Self-
control' is associated with 
decrease in threat quadrant 
presence

Decrease in threat 
quadrant presence

2.5% (-0.9%-4.5%)
F(1, 453) = 11.7

p < .001

Not confirmed
p >.99

Not confirmed None 
confirmed

H6: Higher BIS factor 
'Cognitive complexity' is 
associated with less cautious 
behavior and higher 
performance, as indexed by a 
weighted combination of 2 
task measures

Decrease in token 
collection rate, 
Tokens retained

4.5% (-0.4%-7.4%)
F(2, 459) = 10.8

p < .001

3.0% (-1.6%-8.5%)
p = .002

3.8% (0%-6.1%) All 
confirmed

H7: CADS subscale 
'Daringness' is associated 
with similarity of intra-
epoch behavioral trajectory 
to trajectory of 20 highest 
CADS 'Daring' scorers in 
discovery sample 
(behavioral trajectory 
indexed by weighted 
combination of 3 time-
dependent task variables)

Wall distance, 
Token collection 
rate, Speed

5.4% (0.0%-8.3%)
F(3, 435) = 8.3

p < .001

6.3% (1.6%-11.9%)
p < .001

6.0 % 
(5.2%-10.7%)

All 
confirmed
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Hypothesis Task variables in 
predictive model

Discovery sample: 
accuracy 
(bootstrapped 95%-
CI); test statistic and 
significance level 
(uncorrected) from 
multiple (H1: logistic) 
regression; H2: LME 
results

Confirmation 
sample: accuracy 
(bootstrapped 
95%-CI) of the 
discovery model; 
significance level 
(uncorrected) from 
non-parametric 
random 
permutation test; 
H2: LME results

Combined 
sample: 
accuracy 
(bootstrapped 
95% CI) of the 
refitted joint 
predictive model

Non-
confirmed 
bivariate 
relations 
included in 
the 
predictive 
model

H8: RCMAS 'Anxiety' sum 
score quadratically predicts 
cautious behavior, as 
indexed by an average of 4 
normalized and recoded task 
measures

Average 
cautiousness score, 
Average safe place 
presence, Average 
distance from walls, 
Time to reach safe 
place

3.2% (-0.9%-5.4%)
F(2, 460) = 7.5

p < .001

Not confirmed
p >.99

Not confirmed None 
confirmed

H9: SPQ subscale ‘Odd or 
eccentric behaviour’ 
quadratically predicts 
cautious behavior, as 
indexed by an average of 2 
normalized and recoded task 
measures

Average distance 
from threat, 
Average distance 
from walls

3.2% (-0.9%-5.4%)
F(2, 454) = 7.4

p < .001

Not confirmed
p >.99

Not confirmed None 
confirmed

All predictive models and their coefficients were part of the pre-registration (https://osf.io/hrce6/, registered on 28.07.2018). Confirmatory analysis 
was based on a random permutation test of model predictions in the hold-out sample, without re-fitting. The table shows accuracy and 95% 
bootstrap confidence intervals of the discovery model together with test statistics, on which the pre-registration was based. It also shows accuracy 

of the discovery model and 95% bootstrap confidence intervals in the confirmation sample as estimate of out-of-sample predictive performance 29, 
and significance level of a random permutation test. As best estimate of in-sample predictive performance and to compare with the out-of-sample 
predictive performance from the confirmation sample, we also show accuracy and 95% bootstrap confidence intervals of a model fitted in the 
combined sample. Notably, the procedure of deriving confidence intervals is unrelated to the permutation test; they are included due to journal 

requirements and do not reflect the posterior plausibility of true parameter values 65. Accuracy is shown as percent correct for sex and percent 
variance explained for other variables (N/A for unconfirmed models). The last column highlights task variables contained in confirmed predictive 
models, for which the underlying bivariate relationship was not confirmed at p < .001 in the confirmation sample, even when not correcting for 
multiple comparison. See Supplementary Table 2 for a full list of bivariate relations in discovery and confirmation sample. See Extended Data 
Figures 2-4 for analysis of the predictive models separately in confirmation and discovery sample.
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