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adjusted incidence function for the infection rate and the quarantine of susceptible
individuals suspected of being exposed to the disease (thereby making it more realistic
Keywords: epidemiologically). The earlier quarantine models tend to only explicitly consider

Q”arle,‘gtﬁ“e individuals who are already infected, but show no clinical symptoms of the disease
g‘gmr(; dﬁgg; o number (i.e., those latently-infected), in the quarantine class (while ignoring the quarantine of
Stali)ility susceptible individuals). In reality, however, the vast majority of people in quarantine

(during a disease outbreak) are susceptible. Rigorous analysis of the model shows that
the assumed imperfect nature of quarantine (in preventing the infection of quarantined
susceptible individuals) induces the phenomenon of backward bifurcation when the
associated reproduction threshold is less than unity (thereby making effective disease
control difficult). For the case when the efficacy of quarantine to prevent infection during
quarantine is perfect, the disease-free equilibrium is globally-asymptotically stable when
the reproduction threshold is less than unity. Furthermore, the model has a unique endemic
equilibrium when the reproduction threshold exceeds unity (and the disease persists in the
population in this case).

© 2012 Elsevier Inc. All rights reserved.

1. Introduction

Quarantine (of individuals feared exposed to a communicable disease) is one of the oldest public health control measures
for the spread of communicable diseases in given populations. More recently, this measure was successfully used to combat
the spread of some emerging and re-emerging human and animal diseases, such as the severe acute respiratory syndrome
(SARS) [1-8], foot-and-mouth disease [9] and the 2009 swine influenza pandemic [10]. Mathematical models have been
designed and used to gain qualitative insights into the spread of diseases in the presence of quarantine of individuals
suspected of being exposed to a disease, and the subsequent isolation or hospitalization of those with clinical symptoms
of the disease (see, for instance, [1-8,11-21]). In the aforementioned models, with the exception of the models in [2,5], the
dynamics of the quarantined susceptible individuals is not explicitly incorporated into the model (the models only count
quarantined individuals who are actually latently-infected, and essentially ignore those who remain susceptible at the end
of the quarantine period).
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In other words, in the aforementioned models (with the exception of the models in [2,5]) the class (or compartment) of
quarantined individuals contain only those who are latently-infected (and the temporary removal of susceptible individuals
from the susceptible pool is not accounted for). The justification given for this assumption (of ignoring the back-and-
forth dynamics of quarantined susceptible individuals: from susceptible to quarantine and back to susceptible class if
they show no disease symptoms) is that, in general, the fraction of infected contacts that can be traced and quarantined
at the time of infection is very small; and that the total population is large in comparison to the size of the infected
individuals [13]. In practice, however, quarantine involves the removal of all individuals suspected of being exposed to a
given disease (regardless of infection status) from the rest of the population (this often involves a lot of people; the term mass
quarantine is often used to describe this process). Those who show disease symptoms during quarantine are hospitalized (or
isolated), and those who remain susceptible at the end of the quarantine period are returned to the susceptible class. It is,
therefore, instructive to study the impact of the aforementioned assumption (of not explicitly accounting for the quarantine
of susceptible individuals) on the transmission dynamics of a disease that is controllable using quarantine.

The purpose of this study is to investigate the qualitative impact of explicitly including the dynamics of quarantined
susceptible individuals on the spread of a disease that is controllable by quarantine and isolation. To achieve this objective,
a new deterministic model, which includes the dynamics of quarantined susceptible individuals and quarantine-adjusted
incidence function, is designed and analyzed. It should be mentioned that quarantined-adjusted incidence has also been
used in a number of quarantine models, such as those in [5,14,15,20].

The model to be considered is that for the transmission dynamics of a communicable disease that can be controlled
using quarantine and isolation, such as ebola, measles, pandemic influenza and SARS [1-5,7,8,11,12,14,19,21]. It is based on
splitting the total population at time t, denoted by N(t), into the sub-populations of non-quarantined susceptible (S(t)),
quarantined susceptible (S,(t)), non-quarantined latently-infected (i.e., infected but show no clinical symptoms of the
disease) (E(t)), quarantined latently-infected (E,(t)), non-quarantined symptomatic (I(t)), quarantined symptomatic (I4(t)),
hospitalized (H(t)) and recovered (R(t)) individuals, so that

N(t) = S(t) + Sq(t) + E(t) + Eq(t) +1(t) +14(t) + H(t) + R(?).

The model is given by the following system of non-linear differential equations (a flow diagram of the model is depicted
in Fig. 1):

ds
i IT + Y1Sq(8) + P2R(E) — Aq(O)S(E) — yS(E) — uS(t),
s,
rr YS(t) — rAa(£)Sq(t) — (Y1 + w)Sq(t),
dE
T Aa(©)S() — (o1 + LE(D),
dE,
T Thq(t)Sq(t) — (02 + W)Eq(t),
f (1)
di
Frie oE(t) — (a1 + @1+ 1 + SDI(0),
dl,
1 = 2E® — @+ d + 8O,
dH
i o1l (t) + aalg(t) — (¢35 + pu + 33)H(0),
dR
T G11(1) + P2l (t) + $3H () — (Y2 + WR(),
where A, is the infection rate given by Safi et al. [20]:
halt) = BU®) + mE() + nq[I:;;(f) + n2Eq (D] + UhH(t)}’ 2)
a(t)
and N,(t) is the total actively-mixing population given by (see also [20])
Nq(t) = S(8) + E(t) + 1(t) + nq[Sq(t) + Eq(t) + Ig(O)] + nuH(t) + R(1). (3)

In (2), B is the effective contact rate, and the modification parameters 0 < 71y, n, < 1accounts for the assumed reduction of
infectiousness of exposed and hospitalized individuals, respectively, in relation to the symptomatically-infected (infectious)
individuals in the I class. Similarly, 0 < n, < 1accounts for the assumed reduction of infectiousness of infected quarantined
individuals in relation to individuals in the I class (the parameter 0 < n, < 1 represents the assumed reduction of
infectiousness of exposed quarantined individuals, in the E; class, in relation to infectious quarantined individuals in the
I class).
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Fig. 1. Flow diagram of the model.

In (3), nq is a modification parameter that measures the efficacy of quarantine in preventing individuals in quarantine
from having contact with members of the general public. If n, = 0, then quarantine is perfectly-implemented (so that
individuals in the quarantine classes are not part of the actively-mixing population, and do not transmit infection).

The non-quarantined susceptible population (S) is increased by the recruitment of individuals into the community, at
a rate I1. This population is reduced by infection (at the rate A,), quarantine (at a rate y) and natural death (at a rate
/., populations in all epidemiological compartments are assumed to suffer natural death at this rate). This population is
increased by the return of quarantined susceptible individuals at the end of the quarantine period (at a rate i) and the
loss of natural immunity by recovered individuals (at a rate yr,). The population of quarantined susceptible individuals
(Sq) is generated by the quarantine of non-quarantined susceptible individuals (at the rate y). It is decreased by infection
(at a reduced rate ri,, with 0 < r < 1 accounting for the efficacy of quarantine in preventing infection of quarantined
susceptible individuals) and by the reversion to the non-quarantined susceptible class at the end of the quarantine period
(at the rate ¥rq).

Non-quarantined latently-infected individuals (E) are generated at the rate A, and decreased by the development of
clinical symptoms of the disease (at a rate o). Similarly, the population of quarantined latently-infected individuals (E;)
is generated at the rate rA, and decreased by the development of clinical symptoms (at a rate o). Non-quarantined
symptomatic individuals (I) are generated at the rate . This population is decreased by hospitalization (at a rate 1), natural
recovery (at a rate ¢4 ) and disease-induced mortality (at a rate §1). The population of quarantined symptomatic individuals
(I4) is generated at the rate o, and decreased by hospitalization (at a rate «; ), recovery (at a rate ¢,) and disease-induced
death (at arate §5).

The population of hospitalized individuals (H) is generated by the hospitalization of non-quarantined and quarantined
symptomatic individuals (at the rate o1 and o, respectively). It is diminished by recovery (at a rate ¢3) and disease-induced
death (at arate 83 < &, < §1). The recovered population (R) is generated at the rates ¢; (i = 1, 2, 3) and diminished by loss
of natural immunity (at the rate yr,).

The model (1) is an extension of many of the models for quarantine published in the literature (including those in
[1,3,4,6,11-18]), by considering the dynamics of quarantined susceptible individuals (this entails adding the epidemiological
compartments Sy, Eq and I), in line with the models in [2,5]. Furthermore, the model (1) extends the model in [5] by:
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(i) including a compartment for hospitalized individuals (H);
(ii) allowing for the infection of quarantined susceptible individuals (at the rate rA,; that is, unlike in [5], it is assumed that
the efficacy of quarantine to prevent infection of quarantined susceptible individuals is not 100%);
(iii) allowing for disease transmission by infected quarantined and hospitalized individuals (i.e., it is assumed, unlike in [5],
that quarantine and hospitalization are not 100% effective in preventing transmission by infected quarantined or
hospitalized individuals).

The model (1) also extends the model in [2] by:

(a) incorporating demographic parameters (i.e., using an endemic model as against the epidemic model used in [2]);

(b) using a standard incidence function to model the infection rate (the mass action incidence function was used in [2] by
assuming constant total population);

(c) allowing for the infection of quarantined susceptible individuals (quarantine was assumed to be perfect against infection
in[2]);

(d) allowing for disease transmission by non-quarantined latently-infected individuals.

Furthermore, detailed qualitative analysis of the model will be carried out in this study (this is not done in [2]). The model
(1) extends the quarantine models with quarantined-adjusted incidence in [ 15,20], by including the dynamics of quarantined
susceptible individuals (Sy) as well as adding classes for quarantined exposed (E;) and symptomatic (I;) individuals.

The model (1) will now be analyzed to gain insight into its dynamical features.

2. Analysis of the model

2.1. Basic properties

Since the model (1) monitors human populations, all its associated parameters are non-negative. The following basic
results can be established using the method in Appendix A of [22].

Theorem 1. The variables of the model (1) are non-negative for all time. In other words, solutions of the model system (1) with
positive initial data will remain positive for all time t > 0.

Lemma 1. The closed set
17
D= {(S,Sq,E,Eq,I,Iq,H,R) eRi :S+Sq+E+E+I1+1;+H+R=< }
7
is positively-invariant for the model (1).
Proof. Adding all the equations of the model (1) gives,
dN
i IT — uN — (811 + 8,14 + 83H).

Since dN/dt < IT — uN, it follows that dN/dt < 0if N > [T/u. Thus, a standard comparison theorem [23] can be used
to show that N < N(0)e "t 4 %(1 — e, In particular, N(t) < IT/u if N(0) < IT/u. Thus, the region D is positively-
invariant. Further, if N(0) > IT/u, then either the solution enters O in finite time, or N(t) approaches IT/x asymptotically.
Hence, the region D attracts all solutions in Ri. a

2.2. Local stability of disease-free equilibrium (DFE)

The DFE of the model (1) is given by
& = (5*,5;,5*75;,1*,1,,*,1‘1*,13*)
_ ( I (p + 1) Iy
w4y +y) we+ v +y)

The local stability of & will be explored using the next generation operator method [24,25]. Using the notation in [25],
the non-negative matrix, F, of the new infection terms, and the M-matrix, V, of the transition terms associated with the
model (1), are given, respectively, by

0,0,0,0,0, 0) . (4)

Bmvi  Bmngvi Bvi Bngvi B
rBnivy  rBmangvy rBvy TNV rhnpv;
F = 0 0 0 0 0 ,
0 0 0 0 0
0 0 0 0 0



M.A. Safi, A.B. Gumel / J. Math. Anal. Appl. 399 (2013) 565-575 569

and,
k1 0 0 0 0
0 ky 0 0 0
V= —01 0 k3 0 0 s
0 —03 0 ](4 0
0 0 — —0 k5
where,
u+ v v

T V2:77 k] :U]+M, k2202+ﬂ,
w+ Y1+ ngy u+ Y1+ ngy

ks = o1+ ¢1+ p + 61, ky =0 + ¢+ u + 82, ks = a3 + p + 83.

It follows that the control reproduction number [26,27], denoted by R, = p(FV—1), where p is the spectral radius, is given
by
/31)1 [T]]](21(3I(4k5 + (7]](21(4k5 + T]hOl10'1k2k4] T,sz[ﬂznqk1k3k4k5 + T]q02k1k3k5 + T]h(X2(72k11(3]
Ry = + .
k1k2k3k4k5 k] k2k3k4k5

Using Theorem 2 in [25], the following result is established.

Lemma 2. The DFE of the model (1), given by (4), is locally-asymptotically stable (LAS) if Rq < 1, and unstable if Rq > 1.

The threshold quantity &, measures the average number of new infections generated by a single infectious individual in
a population where a certain fraction of the susceptible population is vaccinated. Lemma 2 implies that the disease can be
eliminated from the community (when R, < 1) if the initial sizes of the sub-populations of the model are in the basin of
attraction of the DFE (&).

2.3. Backward bifurcation analysis
In this section, the existence of endemic equilibria (that is, equilibria where the infected compartments of the model are
non-zero) of the model (1) is established. Let,
_ Kk sk sk3k kk o pkck sk Kk K3k
&1 = (87, S Y ES I I HT, R™)

represents any arbitrary endemic equilibrium point (EEP) of the model (1). Further, define

BU™ + mE™ + 51" + maEg] + maH™)

M= e , (5)
(the force of infection of the model (1) at steady-state). It follows, by solving the equations in (1) at steady-state, that
g H(T}»:* + wl + /’L)
re)? +0r(y + 1) + ¥ + e + @+ + 1) — vy
o Iy
TP HIry )+ Y+ I+ W+ ) — vy
ki q ky 6)
I** _ )\:*S**O] o _ TAZ*S;*O'Z
kiks a koks
" }\3*5**01“1 r)"Z*S;*UZOlZ
T kiksks kakaks
e AESToupr  TATSTOoan AMFS™oraps  TALNS; o223
- kikskg kokakg k1kskskg ko kakskg

Substituting the expressions in (6) into (5) shows that the non-zero equilibria of the model satisfy the following quadratic
equation (in terms of A>*):

a(A) + @Al +a; =0, (7)
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where,

ag = rkaka(ksksks + ksksoy + kso191 + ksora1nn + ¢p3ai01),

ay = r(ngykikskskske + nqy o2kikskske + kikokskskske + y or0ap3kiks)
+r(yo2¢akiksks + npyazoarkiksks) — rB(npa1o1kakaks + nikakskaksks + o1kakskske)
+ (Y1 + ) (a1o193kaks + o1¢1kakaks + npaio1kakaks 4 o1kakaksks + koksksksks),

ay = kikaksksksks(ngy + ¥ + ) (1 — Ry).

The endemic equilibria of the model (1) can then be obtained by solving for A}* from (7), and substituting the positive
values of A}* into the expressions in (6). The quadratic equation (7) can be analyzed for the possibility of multiple endemic
equilibria when &, < 1. It should be noted that the coefficient, ay, of the quadratic (7) is always positive and a, is positive
(negative) if R4 is less (greater) than unity. Hence, the following result is established.

Theorem 2. The model (1) has

(i) a unique endemic equilibriumif a; <0 & Rg > 1;

(i) a unique endemic equilibrium if (a; < 0 and a, = 0) or af — 4apa, = 0;
(iii) two endemic equilibria if a; > 0, a; < 0 and a? — 4apa; > O;
(iv) no endemic equilibrium otherwise.

Thus, it is clear from Case (i) of Theorem 2 that the model (1) has a unique EEP (of the form &;) whenever R; > 1.
Furthermore, Case (iii) of Theorem 2 indicates the possibility of backward bifurcation, where a LAS DFE co-exists with a
LAS endemic equilibrium when the associated reproduction number R, is less than unity (see, for instance, [28-30] for
discussions on backward bifurcation) in the model (1). The epidemiological importance of the phenomenon of backward
bifurcation is that the classical requirement of having R, < 1 s, although necessary, not sufficient for disease elimination.
In this case, disease elimination will depend upon the initial sizes of the sub-populations of the model. Thus, the existence of
backward bifurcation in the transmission dynamics of a disease makes its effective control difficult. A more rigorous proof of
the backward bifurcation property of the model (1), based on using center manifold theory (see, for instance, [25,29,31,32]),
is given in the Appendix.

2.3.1. Non-existence of backward bifurcation

In this section, the scenario where the backward bifurcation property of the model can be lost is explored. Consider the
model (1) with a perfect quarantine efficacy against infection (so that, r = 0). In this case, the coefficients ag, a; and a, of the
quadratic equation (7) reduce to ap = 0, a; > 0 and a, > 0 whenever ﬁq = Rylr=0 < 1. Thus, for this case, the quadratic
equation (7) has one solution (A}* = _T? < 0.) Therefore, the model (1) with a perfect quarantine has no positive endemic

equilibrium whenever ﬁq < 1.This rules out the possibility of backward bifurcation in this case (since backward bifurcation
requires the existence of at least two endemic equilibria whenever ﬁq < 1[28-30]). Furthermore, it can be shown that, for
the case when r = 0, the DFE (&) of the model (1) is globally-asymptotically stable (GAS) under some conditions, as shown
below.

Setting r = 0 in the model (1) gives the following reduced model (it should be noted from (1) that, for the case when
r =0, (Eq(t), I;(t)) — (0,0) ast — oo; hence, these variables are omitted from the asymptotic analysis of the model for
the special case withr = 0):

ds

pri IT = 21 (OS() — yS(E) + Y1Sq(0) + Y2R(E) — pS(0),
ds,

E =yS(t) — (Y1 + M)Sq(t),

dE

T M(O)S(t) — (o1 + WE(L),

d (8)
E =o01E(t) — (a1 + 1 + 1 + §)I(0),

dH

i arl(t) — (¢3 + p + 83)H(D),

dR

T @ (t) + d3H(t) — (Y2 + wR(D),

with the associated force of infection A, = A{, where

BI(E) + n1E(t) + npH (D)}

S(t) + ngSq(t) + E(t) +1(t) + nyH(t) + R(t) )

A = Aglr=0 =
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It can be shown that the reproduction number associated with the reduced model (8), with (9), is given by

ﬁq = Rylreo = Bvi(miksks + o1ks + 77h(71011).
k1l{31{5

Define,
6 I
D1 =16,S.E,LH R eRL :S+Sg+E+I+H+R< — 1.
n
The model (8) has a DFE, given by &; = (5%, S;‘, 0,0,0,0).

Theorem 3. The DFE (&y1) of the reduced model (8), with (9), is GAS in 1 whenever ﬁq <v <1

Proof. Consider the following Lyapunov function

o [ *sRa E+<M>,+H,
vinnB kann

with Lyapunov derivative (where a dot represents differentiation with respect to time) given by

F = ksﬂq E'+<k5+77h051>i+1:1
v1nn B k3nn

_ kR [ AU+ mE+md) klE] + (L hi "”O“) (01E — ksl) + oyl — ksH
vineB LS +1gSq +E +1+nH +R ksnp

ks R kiks R o1(ks + npo ks + npo
> (] 4+ mE + npH) — ———9F 1(ks + o) (ks + mer) |

V1l V1B kann un
4ol —ksH, sinceS <S4 nySq+E+1+nH+Rin D,

ks R — I ksRq  k R
=|:5 o(mp <1)+01(<5+77h051):|5+<a1+<5 q _ 5+'7h°‘1>1+k5<q_1>1.1

IA

V1B ksnn V1Th Nh %

k5 jéq ~
—|——1)d+mE+nH) <0 whenever Ry <v; < 1.
Mh \ V1

Since all the parameters and variables of the model (1) are non-negative (Theorem 1), it follows that £ < 0 for ﬁq < vy (it

should be noted that v; = ,f,—i < 1)with # = 0ifand only if E = I = H = 0. Hence, ¥ is a Lyapunov function on D;. Thus,
it follows, by LaSalle’s Invariance Principle [33], that

(E(t),I(t),H(t)) = (0,0,0) ast— oo. (10)

Since limsup,_, . I(t) = 0 and limsup,_, . H(t) = 0 (from (10)), it follows that, for sufficiently small @ * > 0, there
exist constants M; > 0 and M, > O such that limsup,_,  I(t) < @w* forallt > M; and limsup,_, ., H(t) < @™ for all
t > M,. Hence, it follows from the last equation of the model (8) that, for t > max{M;, M,},

R< 10" + ¢ps0* — uR.
Thus, by comparison theorem [23],
. w* + 3o *
R* = limsupR < u
t—o00

so that, by letting w™* — 0,

R* = limsupR < 0. (11)

t—o00
Similarly (by using liminf; . o, I(t) = 0 and liminf;_, ., H(t) = 0), it can be shown that
Ry = litminfR > 0. (12)

— 00

Thus, it follows from (11) and (12) that

Roo > 0 > R™.
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Hence,
lim R(t) = 0. (13)
t—o00
Similarly, it can be shown that
n 7
lim s@) = —2EEVY) e s — Y sz (14)
t—>00 (i + 1 +y) t=>00 p(p + 1 +y)

Thus, by combining Egs. (10), (13) and (14), it follows that every solution of the equations of the model (8), with initial
conditions in Dy, approaches §past — oo (for Ry < vy < 1). O

The above result shows that, for the case when the efficacy of quarantine in preventing infection is perfect (i.e.,r = 0),
the disease can be eliminated from the community if the associated reproduction number of the model is less than unity.
Furthermore, this result clearly shows that the backward bifurcation property of the model (1) is caused by the imperfect
nature of the efficacy of quarantine to prevent infection (see the Appendix).

Conditions for the persistence of the disease in the population will be investigated below.

2.4. Persistence

The model system (1) is said to be uniformly-persistent if there exists a constant ¢ such that any solution (S(t),
Sq(t), E(t), Eq(t), I(t), I4(t), H(t), R(t)) satisfies [34,35]:

liminfS(t) > c, liminfS,(t) > c, liminfE(t) > c, liminfEq(t) > c,
t—o00 t—o00 t—>00 t—o00

liminfI(t) > c, liminfly(t) > c, liminfH(t) > c, liminfR(t) > c,
t—00 t—00 t—00 t—o00

provided that (5(0), S4(0), E(0), E4(0), 1(0), I;(0), H(0), R(0)) € D.

Theorem 4. System (1) is uniformly-persistent in D if and only if Rq > 1.

Proof. The theorem can be proved by using the approach used to prove Proposition 3.3 of [36], by applying a uniform
persistence result in [34] and noting that the DFE of the model (1) is unstable whenever R; > 1(Lemma2). O

The consequence of this result is that each infected variable (E, Eg, I, I, H) of the model will persist above a certain
threshold value at steady-state, so that the disease will persist (become endemic) in the population. It should be mentioned
that some other models for quarantine, which did not explicitly include the dynamics of quarantined susceptible individuals,
also showed the presence of a unique endemic equilibrium and disease persistence when the associated reproduction
number exceeds unity (see, for instance, [13,17,18]).

Conclusions

A new deterministic model for the spread of a disease in a population in the presence of quarantine is designed. A
major feature of the model is that it incorporate the dynamics of quarantine-adjusted incidence and the quarantine of
susceptible individuals (that is, quarantine is modeled in terms of the temporarily removal of susceptible individuals from
the susceptible pool as well as the removal of new infected individuals, detected via the contact tracing of known infectious
individuals). Rigorous analysis of the model reveals that it undergoes the phenomenon of backward bifurcation when the
associated reproduction number (Rg) is less than unity. The presence of this phenomenon, which does not arise if the
quarantine is 100% effective, implies that the effective control of the spread of the disease, using an imperfect quarantine,
depends on the initial sizes of the sub-populations of the model (when R; < 1). The model has a unique endemic
equilibrium whenever R, > 1. Furthermore, it is shown that the disease will persist in the population whenever R, > 1.
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Appendix. Proof of backward bifurcation property of model (1)
The proofis based on using center manifold theory [31,32]. In particular, Theorem 4.1 of [32] will be used. It is convenient
to make the following change of variables:
5=X1, Sq = X3, E=X3, Eq = X4, 1=X5, Iq = Xg, H=X7, R=X3.

Furthermore, let X = (X1, X2, X3, X4, X5, X, X7, Xg)|. Thus, the model (1) can be re-written in the form % = F(X), with

F=(fi.fo.fs. fa. f5. fo. fr. fs)", as follows:



dX]

M.A. Safi, A.B. Gumel / ]. Math. Anal. Appl. 399 (2013) 565-575

Blxs + n1x3 + ng(Xs + n2Xa + Nrx7)1x%

+ Yixa — (0 + y)xq,

— (1 + ¥1)x2,

(15)

= = J] —
a =T X1+ X3+ Xs + 0g(Xz + Xa + X6) + X7 + Xg
dx, = yx — rBIXs + miX3 + 1g(Xs + 12X4 + 1nX7) %1
dt 2 T X X3 Xs + g (o + Xa + X6) + X7 + X
dxs _f = P&Xs + mxs + nglxs + maxa + mxsDxa
de ’ X1+ X3 + X5 + ng(X2 + X4 + X6) + X7 + Xg b
dxq _f = rBXs + mXs + nglxs + moXa + mxsDxa
dt ' X X3 X5 g+ Xe+Xe) F X7 FXg
dX5
— = f5 = 01X3 — k3xs,
dt fs 1X3 3Xs5
dXG f I
— = fo = 02X4 — kyXs,
i 6 2X4 — KaXg
dx
d71-7 :f7 = W1X5 + QX — k5X7,
ng
a = fs = P1Xs + Paxs + P3x7 — keXs.
The Jacobian of the system (15), at the associated DFE (&), is given by
J (&) = [Maxg Usxsl,
where
Bmxi BngnaXi
—(y +w Y1 —*7]* —%
X+ NgX; X+ NgX;
rBmx; rBngn2x;
14 (Y1 + ) —*72* —#
X1+ 1gX; Xy T g%y
0 0 Bmxy BrgnaXi
M= X1+ 1g%; X] + g%
0 0 rBmx; rBngmaxi _
X} 4 1gX3 X3 + 0gX5
0 0 o1 0
0 0 0 03
0 0 0 0
0 0 0 0
B B Bax
X} 4 1gX3 X} 4 1gX3 X] =+ 10gX5
LB B tBmws
X7+ 1gX; X7+ 1gx5 X7+ 1gX;
pxi Bngxi BunXi 0
U= X} 4 1gX5 X1+ 10gX5 X} + 1gX3
- rpx; rBngX; rBnnX; 0
X7 + ng%; X7 + 1¢%; X7+ ngx;
—ks 0 0 0
0 —ky 0 0
a1 (¢%)] —k5 0
1 02 &3 —ke
Consider the case when R; = 1. Furthermore, suppose that 8 is chosen as a bifurcation parameter. Solving for § from
Ry = 1gives
k1kyksksks

*

where

U]M] + T'UzMZ ’

My = nikaksksks + o1kokaks + npoiorkaka,

My = mangkikskaks + nqo2kiksks + npoaoakiks.
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The transformed system (15), with 8 = *, has a hyperbolic equilibrium point (i.e., the linearized system has a simple
eigenvalue with zero real part, and all other eigenvalues have negative real part), so that the center manifold theory [31,32]
can be used to analyze the dynamics of (15) near 8 = §*.

It can be shown that the right eigenvector of J(&y)|g=p+, denoted by w, is given by w = (wy, wy, ..., wy, wg)T, where,
kows + (u + Y1) w; |: -y ]
wy = , wy = | ———————— [[kiws + kwa(u + )],
Y ulp +y +v1)
o1wW3 OW4 a1 Ws + o Wg
W5 = s We = , W7 = ———
k3 k4 k5
P1ws + Grws + p3w7
wg = s ws > 0, wy > 0.
kG
Similarly, J (o) |g=p+ has a left eigenvector, v given by v = (v1, vy, ..., v7, vg), where,
Xiv rBnpxiv
U]ZO, UZZO, _ ﬂ:}h13* ﬂ*nh14*
ks (X7 + n¢x; ks (x7 + 1¢X;
e — V7 Bngxivs rBngXivs
6 = * * * *
ks ka(x] +ng%3)  ka(x] + 1gx3)
v Xv rBxtv
Vs = 17—1— 513*4— 514*, vz > 0, vy > 0, vg = 0.
ks ks +1g%3)  ks(x] + 1gX;

Consequently, it follows that the associated bifurcation coefficients, a and b (defined in Theorem 4.1 of [32]), are given,
respectively, by

90°fx(0,0
=3 vy OO

0x;0%;

k,ij=1
"+ oy (TU4X§ + U3XT)
= (rngvaWs — Ngv — a; +a; +az +ay), 16
(rnquaws — nqv3ws) (M+¢1+7lq)/> kakakoke (a1 + a2 + a3 + aq) (16)
8
h— Z ) '82f1<(0, 0) _ (7-)3)({< +rv4X§)(U1w3+nznqw4+w5 +nqw6+nhw7) - 0.

"oaxopr X7 + 1gX;
where
ay = kskaksksws + kskaksksnqws,
ay = kgksksorws + ksksksngorwa,
a3 = kakgnpor1o1ws + kskennoaoawy,
ag = kaksp101w3 + ksksdr02w4 + kadza101w3 + kagsazorws.

Since the bifurcation coefficient b is always positive, it follows (from Theorem 4.1 of [32]) that the system (15) will
undergo backward bifurcation if the bifurcation coefficient a is positive. This result is summarized below.

Theorem 5. The transformed model (15), or equivalently (1), exhibits backward bifurcation at R, = 1 whenever the bifurcation
coefficient, a, given by (16), is positive.

It should be noted from (16) that the bifurcation coefficient g, is positive whenever

e Nqu3wa( + 02) n vsxj(a1 + a2 + a3 +aq) .
va(mqwa — X)) (U + Y1 +1gy)  va(nqwa — X3)kskaksks “
Thus, the transformed model (15), exhibits backward bifurcation at R; = 1 whenever r > r.. Furthermore, it should be
noted that for the case when quarantined susceptible individuals do not acquire infection during quarantine (i.e.,, r = 0),
the bifurcation coefficient a becomes

a kT vy (ai+ay+a3+ay) <0
= —NqV3W <
Tavsta W+ Y+ gy k3k4k5k5 @ 2 } 4
sincea; > Ofori =1, ..., 4(since all the model parameters are non-negative). Thus, since a < 0in this case, it follows from
Theorem 4.1 of [32] that the model (1) will not exhibit backward bifurcation if r = 0. In other words, this study shows that
the backward bifurcation property of the model (1) arises due to the infection of susceptible individuals in quarantine. This
result is consistent with Theorem 3 (where it was shown that the DFE of the model (1) with r = 0 is globally-asymptotically
stable).



M.A. Safi, A.B. Gumel / ]. Math. Anal. Appl. 399 (2013) 565-575 575

References

[1] A.B. Gumel, et al., Modelling strategies for controlling SARS outbreaks, Proc. Roy. Soc. Ser. B 271 (2004) 2223-2232.
[2] M. Lipsitch, et al., Transmission dynamics and control of severe acute respiratory syndrome, Science 300 (2003) 1966-1970.
[3] J.O. Lloyd-Smith, A.P. Galvani, W.M. Getz, Curtailing transmission of severe acute respiratory syndrome within a community and its hospital, Proc. R.
Soc. Lond. B 170 (2003) 1979-1989.
[4] R.G. McLeod, J.F. Brewster, A.B. Gumel, D.A. Slonowsky, Sensitivity and uncertainty analyses for a SARS model with time-varying inputs and outputs,
Math. Biosci. Eng. 3 (2006) 527-544.
[5] A. Mubayi, C. Kribs-Zaleta, M. Martcheva, C. Castillo-Chavez, A cost-based comparison of quarantine strategies for new emerging diseases, Math.
Biosci. Eng. 7 (3) (2010) 687-717.
[6] S. Riley, et al., Transmission dynamics of etiological agent of SARS in Hong Kong: the impact of public health interventions, Science 300 (2003)
1961-1966.
[7] W. Wang, S. Ruan, Simulating the SARS outbreak in Beijing with limited data, ]. Theoret. Biol. 227 (2004) 369-379.
[8] X.Yan, Y. Zou, Optimal and sub-optimal quarantine and isolation control in SARS epidemics, Math. Comput. Modelling 47 (2008) 235-245.
[9] R.R. Kao, M.G. Roberts, Quarantine-based disease control in domesticated animal herds, Appl. Math. Lett. 4 (1998) 115-120.
[10] H. Sato, H. Nakada, R. Yamaguchi, S. Imoto, S. Miyano, M. Kami, When should we intervene to control the 2009 influenza A(HIN1) pandemic? Rapid
Communications, Euro. Surveill. 15 (1) (2010) 19455.
[11] G. Chowell, N.W. Hengartner, C. Castillo-Chavez, P.W. Fenimore, .M. Hyman, The basic reproductive number of ebola and the effects of public health
measures: the cases of Congo and Uganda, J. Theoret. Biol. 1 (2004) 119-126.
[12] T. Day, A. Park, N. Madras, A.B. Gumel, J. Wu, When is quarantine a useful control strategy for emerging infectious diseases? Amer. J. Epidemiol. 163
(2006) 479-485.
[13] Z.Feng, D. Xu, H. Zhao, Epidemiological models with non-exponentially distributed disease stages and application to disease control, Bull. Math. Biol.
69 (2007) 1511-1536.
[14] H.W. Hethcote, M. Zhien, L. Shengbing, Effects of quarantine in six endemic models for infectious diseases, Math. Biosci. 180 (2002) 141-160.
[15] M. Nuno, Z. Feng, M. Martcheva, C. Castillo-Chavez, Dynamics of two-strain influenza with isolation and partial cross-immunity, SIAM J. Appl. Math.
65 (2005) 964-982.
[16] C.N. Podder, A.B. Gumel, C.S. Bowman, R.G. McLeod, Mathematical study of the impact of quarantine, isolation and vaccination in curtailing an
epidemic, J. Biol. Sys. 15 (2007) 185-202.
[17] M.A. Safi, A.B. Gumel, Global asymptotic dynamics of a model for quarantine and isolation, Discrete Contin. Dyn. Syst. Ser. B 14 (2010) 209-231.
[18] M.A. Safi, A.B. Gumel, The effect of incidence functions on the dynamics of a quarantine/isolation model with time delay, Nonlinear Anal. RWA 12 (1)
(2011) 215-235.
[19] G.F. Webb, M.]. Blaser, H. Zhu, S. Ardal, J. Wu, Critical role of nosocomial transmission in the Toronto SARS outbreak, Math. Biosci. Eng. 1(2004) 1-13.
[20] M.A. Safi, M. Imran, A.B. Gumel, Threshold dynamics of a non-autonomous SEIRS model with quarantine and isolation, Theory Biosci. 131 (2012)
19-30.
[21] G. Chowell, C. Castillo-Chavez, P.W. Fenimore, C.M. Kribs-Zaleta, L. Arriola, ].M. Hyman, Model parameters and outbreak control for SARS, EID 10
(2004) 1258-1263.
[22] H.R. Thieme, Mathematics in Population Biology, Princeton University Press, 2003.
[23] H.L. Smith, P. Waltman, The Theory of the Chemostat, Cambridge University Press, 1995.
[24] O.Diekmann, J.A.P. Heesterbeek, ].AJ. Metz, On the definition and computation of the basic reproduction ratio &, in models for infectious disease in
heterogeneous population, J. Math. Biol. 28 (1990) 365-382.
[25] P.van den Driessche, J. Watmough, Reproduction numbers and sub-threshold endemic equilibria for compartmental models of disease transmission,
Math. Biosci. 180 (2002) 29-48.
[26] R.M. Anderson, R.M. May, Population Biology of Infectious Diseases, Springer-Verlag, Berlin, Heidelrberg, New York, 1982.
[27] H.W. Hethcote, The mathematics of infectious diseases, SIAM Rev. 42 (2000) 599-653.
[28] E.H. Elbasha, A.B. Gumel, Theoretical assessment of public health impact of imperfect prophylactic HIV-1 vaccines with therapeutic benefits, Bull.
Math. Biol. 68 (2006) 577-614.
[29] S.M. Garba, A.B. Gumel, M.R. Abu Bakar, Backward bifurcations in dengue transmission dynamics, Math. Biosci. 1(2008) 11-25.
[30] O.Sharomi, C.N. Podder, A.B. Gumel, E. Elbasha, ]. Watmough, Role of incidence function in vaccine-induced backward bifurcation in some HIV models,
Math. Biosci. 2 (2007) 436-463.
[31] J. Carr, Applications of Centre Manifold Theory, Springer-Verlag, New York, 1981.
[32] C. Castillo-Chavez, B. Song, Dynamical models of tuberculosis and their applications, Math. Biosci. Eng. 1 (2004) 361-404.
[33] J.K. Hale, Ordinary Differential Equations, John Wiley and Sons, New York, 1969.
[34] H. Freedman, S. Ruan, M. Tang, Uniform persistence and flows near a closed positively invariant set, 1994.
[35] H.Thieme, Epidemic and demographic interaction in the spread of potentially fatal diseases in growing populations, Math. Biosci. 1 (1992) 99-130.
[36] M. Li,]. Graef, L. Wang, J. Karsai, Global dynamics of a SEIR model with varying total population size, Math. Biosci. 160 (1999) 191-213.



