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Abstract 

Biomedical engineering research trend can be healthcare models with unobtrusive smart systems for monitoring vital 
signs and physical activity. Detecting infant facial cry because of inability to communicate pain, recognizing facial 
emotion to understand dysfunction mechanisms through micro expression or transform captured human expression 
with motion device into three-dimensional objects are some of the applied systems. Nowadays, collaborated with 
biomedical research, mining and analyzing social network can improve public and private health care sectors as well 
such as research health news shared on social media about pharmaceutical drugs, pandemics, or viral outbreaks. Due 
to the vast amount of shared news, there is an urgency to select and filter information to prevent the spread of hoax or 
fake news. We explored in depth some steps to classify hoaxes written as news articles. This discussion also 
encourages on how technologies of social network analysis could be used to make new kinds improvement in health 
care sectors. Then close with a description of limitless future possibilities of biomedical engineering research in social 
media. 
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1. Introduction 

Biomedical engineering research is multidisciplinary works, which commonly related to medical devices used for 
improving the quality of life. It merges scientific and engineering fields such as nanotechnology, stem cell as 
regenerative medicine, biomechanics, and biomedical devices for helping diagnostics and therapeutics [1]. As an 
example, nanoparticles or nanomaterials can be used in diagnostic applications such as gene therapy or bioimaging in 
the brain. Some of the applied systems within biomedical engineering research [2] are detecting infant facial cry to 
help to communicate pain [3] and lip feature extracting on the frontal face for speech training of the deaf [4]. Another 
work is recognizing facial emotion to understand dysfunction mechanisms through micro expression or transform 
captured human expression with motion device into three-dimensional objects [5]. Those works use image-based data 
in unobtrusive smart systems for healthcare related models. A recent trend is not only about images but also about 
textual data in healthcare related models such as fake news or hoax spreading within the power of internet technology.  

Fake news or hoax has many definitions such as recurrent issues used as a political weapon, irrelevant truths (post-
truths) or intentionally spreading falsehood information (alt-facts) [6]. Alternative facts (alt-facts) are information with 
no basis in reality while post-truths are defined as beyond the truths or irrelevant information. This discussion has a 
focus on fake news or hoax in Indonesia [7] in the form of alt-facts [8] especially about medical related issues [9]. 
Conducted surveys in Indonesia gave perceptions about hoaxes, how they are spread, their topic classifications and 
their effects on the communities. The medium of communication for hoaxes is varied like image or video such that 
manipulating non-textual content becomes another problem. Meanwhile, text-based hoaxes are usually spread through 
social media like Twitter or Facebook and the analysis to recognize them are not limited to the hoax text itself but also 
on how it is presented, by who, and in what format and context [10]. Hoax text presentation means that the analysis is 
about linguistic-based features because microblog text like Twitter and email text have different characteristics. The 
sources who are spreading hoax texts tend to have verifiability issues. Thus in the case of Twitter usage as a medium 
of communication for hoaxes, analysis of retweeting topology network becomes necessary. Aforementioned hoax 
analysis can be categorized into two major approaches: linguistic and network. Here, we discuss hoax within online 
news text that put more weights on the linguistic aspect [11]. Linguistic approaches concern with texts as a bag of 
equally significant words, syntax structure like noun and verb phrases within the texts, and semantic analysis to 
recognize any contradictions on other texts with the similar topics of allegedly hoax texts. As network approach, some 
web-based tools are used to predict and track disease outbreaks through query keyword evaluation [12]. 

Hoax analysis for the Indonesian language becomes interesting research as well since the government makes it as 
an important issue [7] [8]. Many unverified but widespread news can hinder the national policies. Hoax texts as bags 
of words were identified with some classifiers [13] in some conditions such as the experimented topics are general, 
the dataset comes from undeclared sources, and the training data needs manual label. Several selection features are 
implemented to filter the important words. Those limitations are understandable because of no Indonesian hoax text 
datasets available unlike English hoaxes or fake news datasets (http://www.fakenewschallenge.org/). However, those 
steps are not suitable for analyzing medically related hoax text since the article has convincing content but fabricated 
facts unless there is a refutation article to verify the false claim (Fig. 1, overall hoax content is showed in the left figure 
while the disagree texts are in the right figure). Those articles give stance position whether supporting the claims or 
refuting the hoaxes to evaluate the attitude expressed in the texts. For that reason, in a medical hoax classification 
problem, stance articles turn out to be essential.  
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Fake News Challenge (FNC) use stance classification approaches for classifying fake news [14] [15], and their 
topics are not medically related hoaxes. FNC classify news texts based on headlines concerning their stances of agrees, 
disagrees, discusses and unrelated. Fig.2 shows article samples with stances of unrelated (top), agree (middle) and 
discuss (bottom) concerning issues of Christian Bale passes on a Steve Job role. Stance labels need careful evaluation 

because headline text and body text can result in different attitudes. 
Next section describes some compared methods and experiments as an analysis implementation of medically related 

hoaxes with stance classification approach using our primary collected small dataset. 

 
Fig.1 Sample of medical hoax text to avoid MERS (Middle East Respiratory Syndrome) and an article that verified the allegedly hoax text 

30-year-old Moscow resident was hospitalized with wounds very intimate nature. As it became known LifeNews, in the hands of doctors, the man complained that 
his casual acquaintance opoila in the sauna, and then gently held his castration operation.  
And actions criminals were executed with surgical precision. … … … (top, stance: unrelated) 
 
"Christian Bale will not be starring as Steve Jobs in Aaron Sorkin's upcoming Steve Jobs biopic, according to The Hollywood Reporter. The actor has reportedly 
decided that he was ""not right for the part,"" deciding to withdraw from the film. 
Bale was announced as the star of the film just last week, with Sorkin saying that Christian Bale was ""the best actor in a certain age range"" to play Jobs, and that 
he had agreed to the part without an audition.… … … (middle, stance: agree) 
 
"Actor Christian Bale is in talks to play the leading role in the upcoming Steve Jobs biopic being produced by Sony, reports Variety. Leonardo DiCaprio was 
originally in talks to play Jobs, but withdrew from negotiations earlier this month. 
Penned by Aaron Sorkin, the Steve Jobs biopic was originally set to be directed by ""The Social Network"" director David Fincher, who was said to be in talks 
with Sony earlier this year, but the director title went to Danny Boyle instead, who also directed the hit movie ""Slumdog Millionaire."" 
When David Fincher was still attached to the project, he reportedly was hoping to cast Christian Bale in the lead role due to his undeniable resemblance to the 
former CEO. Christian Bale is also known for his ability to adapt to roles, shedding and gaining weight as necessary to accurately portray characters. 
… … … (bottom, stance: discuss) 

Fig.2 Stance samples of “Christian Bale passes on role of Steve Jobs, actor reportedly felt he wasn't right for part” (FNC data source) 

Table 1 Comparison methods for hoax or fake news classification 

No References Hoax Dataset Experiment Scenarios Discussions 
1 V. L. Rubin, 2017 

[10] [11]  
(a review) Linguistic approaches and network 

approaches (described in Introduction 
section) 

Network approaches are 
essential for analyzing 
Twitter or Facebook posts 

2 E. Rasywir and A. 
Purwarianti, 2015 
[13] (hoax text 
classification) 

220 collected Indonesian 
articles, manual labels of 
hoax and not-hoax, 
general topics 

Preprocessing, weight schemes for feature 
selection (information gain, mutual 
information, chi-square, term frequency), 
and classifiers (Naïve Bayes, SVM, C4.5) 

No stemming, probability 
based features and Naïve 
Bayes classifier give 
better results 

3 N. Rakholia and S. 
Bhargava, 2016 [14]  
 

FNC dataset (article 
dataset + stance headline 
dataset). Classify the 
body text with respect 
claim made in the 
headline (stance 
classification)  

Neural network 
approaches for 
word 
embedding 
(deep learning 
model) 

bag-of-words (BoW) 
features, TensorFlow 

Tuning the values of 
network parameters with 
greedy approach, i.e. 
BoW vocabulary size, 
MultiLayerPerceptron 
(MLP) hidden layer size, 
etc 

4 B. Riedel, I. 
Augenstein, G. P. 
Spithourakis and S. 
Riedel, 2017 [15]  

modified feedforward 
neural net with 
regularization 

5 S. Kumar, R. West, 
and J. Leskovec, 
2016. [16] 

Wikipedia’s page (in 
English) 

Features based on Appearance, Network, 
Support, and Editor; Classifiers (logistic 
regression, SVM, random forests) 

community help at 
identifying hoaxes with 
support & editor features 

7 E. Tacchini, et al, 
2017. [17] 

Facebook posts and their 
like status with topics of 
scientific and conspiracy 
news (in English) 

logistic regression, modified boolean label 
crowdsourcing with harmonic algorithm for 
the numbers of user see the post and 
received hoax status of the post 

Only need a small number 
of posts for training 
compared to full data set. 

8 I. Augenstein, et al, 
2016. [18] 

SemEval 2016 Stance 
Detection for Twitter (in 
English) 

Capture the stance of a tweet concerning a 
particular target by learning distributed 
representations for the tweets. 
Neural network approaches for word 
embedding (deep learning model) 

conditional encoding for 
learning target-dependent 
representations 
outperform SVM and bag 
of word vectors 

6 W. Ferreira and A. 
Vlachos, 2016. [19] 

article dataset + stance 
headline dataset (in 
English) 

3-way classification using logistic regression 
with regularization and alignment features 
between headlines and claims 

number of claims in the 
dataset give more reliable 
assessment 
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1. Introduction 

Biomedical engineering research is multidisciplinary works, which commonly related to medical devices used for 
improving the quality of life. It merges scientific and engineering fields such as nanotechnology, stem cell as 
regenerative medicine, biomechanics, and biomedical devices for helping diagnostics and therapeutics [1]. As an 
example, nanoparticles or nanomaterials can be used in diagnostic applications such as gene therapy or bioimaging in 
the brain. Some of the applied systems within biomedical engineering research [2] are detecting infant facial cry to 
help to communicate pain [3] and lip feature extracting on the frontal face for speech training of the deaf [4]. Another 
work is recognizing facial emotion to understand dysfunction mechanisms through micro expression or transform 
captured human expression with motion device into three-dimensional objects [5]. Those works use image-based data 
in unobtrusive smart systems for healthcare related models. A recent trend is not only about images but also about 
textual data in healthcare related models such as fake news or hoax spreading within the power of internet technology.  

Fake news or hoax has many definitions such as recurrent issues used as a political weapon, irrelevant truths (post-
truths) or intentionally spreading falsehood information (alt-facts) [6]. Alternative facts (alt-facts) are information with 
no basis in reality while post-truths are defined as beyond the truths or irrelevant information. This discussion has a 
focus on fake news or hoax in Indonesia [7] in the form of alt-facts [8] especially about medical related issues [9]. 
Conducted surveys in Indonesia gave perceptions about hoaxes, how they are spread, their topic classifications and 
their effects on the communities. The medium of communication for hoaxes is varied like image or video such that 
manipulating non-textual content becomes another problem. Meanwhile, text-based hoaxes are usually spread through 
social media like Twitter or Facebook and the analysis to recognize them are not limited to the hoax text itself but also 
on how it is presented, by who, and in what format and context [10]. Hoax text presentation means that the analysis is 
about linguistic-based features because microblog text like Twitter and email text have different characteristics. The 
sources who are spreading hoax texts tend to have verifiability issues. Thus in the case of Twitter usage as a medium 
of communication for hoaxes, analysis of retweeting topology network becomes necessary. Aforementioned hoax 
analysis can be categorized into two major approaches: linguistic and network. Here, we discuss hoax within online 
news text that put more weights on the linguistic aspect [11]. Linguistic approaches concern with texts as a bag of 
equally significant words, syntax structure like noun and verb phrases within the texts, and semantic analysis to 
recognize any contradictions on other texts with the similar topics of allegedly hoax texts. As network approach, some 
web-based tools are used to predict and track disease outbreaks through query keyword evaluation [12]. 

Hoax analysis for the Indonesian language becomes interesting research as well since the government makes it as 
an important issue [7] [8]. Many unverified but widespread news can hinder the national policies. Hoax texts as bags 
of words were identified with some classifiers [13] in some conditions such as the experimented topics are general, 
the dataset comes from undeclared sources, and the training data needs manual label. Several selection features are 
implemented to filter the important words. Those limitations are understandable because of no Indonesian hoax text 
datasets available unlike English hoaxes or fake news datasets (http://www.fakenewschallenge.org/). However, those 
steps are not suitable for analyzing medically related hoax text since the article has convincing content but fabricated 
facts unless there is a refutation article to verify the false claim (Fig. 1, overall hoax content is showed in the left figure 
while the disagree texts are in the right figure). Those articles give stance position whether supporting the claims or 
refuting the hoaxes to evaluate the attitude expressed in the texts. For that reason, in a medical hoax classification 
problem, stance articles turn out to be essential.  
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Fake News Challenge (FNC) use stance classification approaches for classifying fake news [14] [15], and their 
topics are not medically related hoaxes. FNC classify news texts based on headlines concerning their stances of agrees, 
disagrees, discusses and unrelated. Fig.2 shows article samples with stances of unrelated (top), agree (middle) and 
discuss (bottom) concerning issues of Christian Bale passes on a Steve Job role. Stance labels need careful evaluation 

because headline text and body text can result in different attitudes. 
Next section describes some compared methods and experiments as an analysis implementation of medically related 

hoaxes with stance classification approach using our primary collected small dataset. 

 
Fig.1 Sample of medical hoax text to avoid MERS (Middle East Respiratory Syndrome) and an article that verified the allegedly hoax text 

30-year-old Moscow resident was hospitalized with wounds very intimate nature. As it became known LifeNews, in the hands of doctors, the man complained that 
his casual acquaintance opoila in the sauna, and then gently held his castration operation.  
And actions criminals were executed with surgical precision. … … … (top, stance: unrelated) 
 
"Christian Bale will not be starring as Steve Jobs in Aaron Sorkin's upcoming Steve Jobs biopic, according to The Hollywood Reporter. The actor has reportedly 
decided that he was ""not right for the part,"" deciding to withdraw from the film. 
Bale was announced as the star of the film just last week, with Sorkin saying that Christian Bale was ""the best actor in a certain age range"" to play Jobs, and that 
he had agreed to the part without an audition.… … … (middle, stance: agree) 
 
"Actor Christian Bale is in talks to play the leading role in the upcoming Steve Jobs biopic being produced by Sony, reports Variety. Leonardo DiCaprio was 
originally in talks to play Jobs, but withdrew from negotiations earlier this month. 
Penned by Aaron Sorkin, the Steve Jobs biopic was originally set to be directed by ""The Social Network"" director David Fincher, who was said to be in talks 
with Sony earlier this year, but the director title went to Danny Boyle instead, who also directed the hit movie ""Slumdog Millionaire."" 
When David Fincher was still attached to the project, he reportedly was hoping to cast Christian Bale in the lead role due to his undeniable resemblance to the 
former CEO. Christian Bale is also known for his ability to adapt to roles, shedding and gaining weight as necessary to accurately portray characters. 
… … … (bottom, stance: discuss) 

Fig.2 Stance samples of “Christian Bale passes on role of Steve Jobs, actor reportedly felt he wasn't right for part” (FNC data source) 
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3 N. Rakholia and S. 
Bhargava, 2016 [14]  
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model) 

bag-of-words (BoW) 
features, TensorFlow 
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network parameters with 
greedy approach, i.e. 
BoW vocabulary size, 
MultiLayerPerceptron 
(MLP) hidden layer size, 
etc 

4 B. Riedel, I. 
Augenstein, G. P. 
Spithourakis and S. 
Riedel, 2017 [15]  

modified feedforward 
neural net with 
regularization 

5 S. Kumar, R. West, 
and J. Leskovec, 
2016. [16] 

Wikipedia’s page (in 
English) 

Features based on Appearance, Network, 
Support, and Editor; Classifiers (logistic 
regression, SVM, random forests) 

community help at 
identifying hoaxes with 
support & editor features 

7 E. Tacchini, et al, 
2017. [17] 

Facebook posts and their 
like status with topics of 
scientific and conspiracy 
news (in English) 
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the numbers of user see the post and 
received hoax status of the post 

Only need a small number 
of posts for training 
compared to full data set. 

8 I. Augenstein, et al, 
2016. [18] 

SemEval 2016 Stance 
Detection for Twitter (in 
English) 

Capture the stance of a tweet concerning a 
particular target by learning distributed 
representations for the tweets. 
Neural network approaches for word 
embedding (deep learning model) 

conditional encoding for 
learning target-dependent 
representations 
outperform SVM and bag 
of word vectors 

6 W. Ferreira and A. 
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headline dataset (in 
English) 
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between headlines and claims 

number of claims in the 
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2. Methodology 

Some methods are compared for identifying hoaxes with different kind of texts (Table 1) such as Facebook, Twitter, 
Wikipedia, and article news. Recent researches give more attentions to word-embedding techniques, which need no 
knowledge about the language of hoax texts [14] [15]. The weight value of term vector is no longer occurrences based 
but also considering positions of phrase texts like word embedding. However, the text source influences methods of 
feature selection and classifier. For example, in Wikipedia articles [16] there are appearance features like word 
counting, content ratio of texts & non-texts, and links within articles. Another kind of feature for Wikipedia articles is 
network-based coefficients like clustering coefficient to differentiate legitimate and hoax articles. Unique 
characteristic of Facebook posts create user categories [17], which are user who like hoaxes, user who like non-hoaxes, 
and user who like both posts. Those categories have an influence in preparing data collection. For Twitter allegedly 
hoaxes [18], retweeting topology network can be a network feature for hoax analysis to verify the credibility of text 
source.  

This paper showed experiments with steps are directly taken from the approaches of stance classification [19] (Fig. 
3). The purpose of our experiments is to show how stance classification implemented in hoax analysis especially with 
medial contents. The first step of our experiments is collecting data come from medical archives of snopes.com 
(http://www.snopes.com/category/facts/medical/). The articles are categorized as true, false, and unverified facts. For our 
Snopes small dataset, we have articles of 19 true claims, 42 false claims, and 17 unverified texts. Then we find 400 
related headlines of news texts as stance articles from the search results which have states of for when the claim is 
true, against when the claim is false, and observing when it merely repeats the claim but uses hedging or vague 
language. Because of the possibilities for hedging texts, there are two kinds of features: headlines and claim-headlines. 
Headlines features are common bag-of-words representation from term frequency until distance between root word 
and refuting word in a sentence that needs a process of analyzing grammatical structure. Whereas, claim-headline 
features need aligning process between words in a claim with its parallel headline, i.e. Paraphrase Database (PPDB). 
After aligning words and know their positions, the similarity between vectors of the claim and the headline uses word-
embedding results.  

3. Result and Discussion 

We used the available implementation [19] (https://github.com/willferreira/mscproject) with certain preparation steps 
for medical hoax dataset. The classifier with headlines features gives varied performances in all stances (Table 2), 
although claim-headlines features have consistent results in the against class (Table 3). It confirms that aligning phrase 
or words using Paraphrase Database (PPDB) between the claim and the headline is necessary for vague language. 
Hedging or vague texts are common in the headline instances of observing class. Some misclassified data sample are 
presented in Table 2. The same misclassified texts for headlines are also found in Table 3. In the other hand, accuracy 
value for the instances of against class is consistent between headline feature (Table 2) and claim-headline feature 
(Table 3). This happens because in the instances of against class, the article contents show similar stance with the 
article headlines. 

 
 
 
 
 
 
 

     

Collecting headlines of 
allegedly hoax texts 
from Medical Archives 
| Snopes.com 

Collecting article 
headlines related to 
headlines of hoax texts 
with search engine 

Manual labeling 
stances of article 
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engine results 

Data Collection 

Extract 
headlines 
features 

Extract claim-
headlines 
features 

Features Extraction 

Text preprocessing 

Stance classifiers Hoax states 

 
Fig.3 Our experiments for stance detection in hoax analysis with texts of medical claims from Snopes [19] 
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Table 2 shows the instances of against class have better accuracy value compare to others, while the instances of 
observing class have better precision value, and the instances of for class have better recall value. This happens because 
the headline texts are usually short. Therefore, further works on a better understanding of semantic meaning in the 
article is needed to obtain a better stance. This ongoing research focuses on stance classification, as a preliminary 
research on hoax analysis. After the stance classification is done accurately, the next step will be on hoax classification.                 
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2. Methodology 

Some methods are compared for identifying hoaxes with different kind of texts (Table 1) such as Facebook, Twitter, 
Wikipedia, and article news. Recent researches give more attentions to word-embedding techniques, which need no 
knowledge about the language of hoax texts [14] [15]. The weight value of term vector is no longer occurrences based 
but also considering positions of phrase texts like word embedding. However, the text source influences methods of 
feature selection and classifier. For example, in Wikipedia articles [16] there are appearance features like word 
counting, content ratio of texts & non-texts, and links within articles. Another kind of feature for Wikipedia articles is 
network-based coefficients like clustering coefficient to differentiate legitimate and hoax articles. Unique 
characteristic of Facebook posts create user categories [17], which are user who like hoaxes, user who like non-hoaxes, 
and user who like both posts. Those categories have an influence in preparing data collection. For Twitter allegedly 
hoaxes [18], retweeting topology network can be a network feature for hoax analysis to verify the credibility of text 
source.  

This paper showed experiments with steps are directly taken from the approaches of stance classification [19] (Fig. 
3). The purpose of our experiments is to show how stance classification implemented in hoax analysis especially with 
medial contents. The first step of our experiments is collecting data come from medical archives of snopes.com 
(http://www.snopes.com/category/facts/medical/). The articles are categorized as true, false, and unverified facts. For our 
Snopes small dataset, we have articles of 19 true claims, 42 false claims, and 17 unverified texts. Then we find 400 
related headlines of news texts as stance articles from the search results which have states of for when the claim is 
true, against when the claim is false, and observing when it merely repeats the claim but uses hedging or vague 
language. Because of the possibilities for hedging texts, there are two kinds of features: headlines and claim-headlines. 
Headlines features are common bag-of-words representation from term frequency until distance between root word 
and refuting word in a sentence that needs a process of analyzing grammatical structure. Whereas, claim-headline 
features need aligning process between words in a claim with its parallel headline, i.e. Paraphrase Database (PPDB). 
After aligning words and know their positions, the similarity between vectors of the claim and the headline uses word-
embedding results.  

3. Result and Discussion 

We used the available implementation [19] (https://github.com/willferreira/mscproject) with certain preparation steps 
for medical hoax dataset. The classifier with headlines features gives varied performances in all stances (Table 2), 
although claim-headlines features have consistent results in the against class (Table 3). It confirms that aligning phrase 
or words using Paraphrase Database (PPDB) between the claim and the headline is necessary for vague language. 
Hedging or vague texts are common in the headline instances of observing class. Some misclassified data sample are 
presented in Table 2. The same misclassified texts for headlines are also found in Table 3. In the other hand, accuracy 
value for the instances of against class is consistent between headline feature (Table 2) and claim-headline feature 
(Table 3). This happens because in the instances of against class, the article contents show similar stance with the 
article headlines. 
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Fig.3 Our experiments for stance detection in hoax analysis with texts of medical claims from Snopes [19] 
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Table 2 shows the instances of against class have better accuracy value compare to others, while the instances of 
observing class have better precision value, and the instances of for class have better recall value. This happens because 
the headline texts are usually short. Therefore, further works on a better understanding of semantic meaning in the 
article is needed to obtain a better stance. This ongoing research focuses on stance classification, as a preliminary 
research on hoax analysis. After the stance classification is done accurately, the next step will be on hoax classification.                 
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4. Conclusion 

We have showed that biomedical engineering research are not limited to bioimaging of diagnostics applications for 
improving the quality of life. Filtering health information in social media such as hoaxes can be associated with 
biomedical research as well. Because of social media characteristic, linguistic and network features are common 
approaches in clarifying the truthiness of hoaxes. Understanding the contents of medical hoax or non-hoax texts often 
uses phrase and word positioning like word embedding. The allegedly hoax texts can be truth claims, false facts, or 
vague description. For that reason, hoax analysis can be solved as stance classification and data collecting process 
requires the hoax dataset and the stance dataset. However, text sources such as Twitter or Facebook give another 
perception for determining hoax analysis. For future works, researches of Indonesian hoaxes still offer many 
possibilities since analyzing grammatical structure become language barrier. 
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