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Abstract
During the critical period, neuronal connections are shaped by sensory experience. While the basis for this temporarily
heightened plasticity remains unclear, shared connections introducing activity correlations likely play a key role. Thus, we
investigated the changing intracortical connectivity in primary auditory cortex (A1) over development. In adult, layer 2/3
(L2/3) neurons receive ascending inputs from layer 4 (L4) and also receive few inputs from subgranular layer 5/6 (L5/6). We
measured the spatial pattern of intracortical excitatory and inhibitory connections to L2/3 neurons in slices of mouse A1
across development using laser-scanning photostimulation. Before P11, L2/3 cells receive most excitatory input from within
L2/3. Excitatory inputs from L2/3 and L4 increase after P5 and peak during P9–16. L5/6 inputs increase after P5 and provide
most input during P12–16, the peak of the critical period. Inhibitory inputs followed a similar pattern. Functional circuit
diversity in L2/3 emerges after P16. In vivo two-photon imaging shows low pairwise signal correlations in neighboring
neurons before P11, which peak at P15–16 and decline after. Our results suggest that the critical period is characterized by
high pairwise activity correlations and that transient hyperconnectivity of specific circuits, in particular those originating in
L5/6, might play a key role.

Key words: Auditory cortex, cerebral cortex, circuits, correlation, critical period, development, intracortical, layer 2/3, layer
5/6, mouse, refinement, subgranular, transient

Introduction
Primary sensory cortices contain large-scale maps of sensory
stimulus properties, and neurons within these areas are linked
via intra- and interlaminar connections. Sensory maps and
intracortical connections emerge during development, and

sensory experience during a critical period in development
can influence this process (Hensch 2004; Feldman 2009;
Schreiner and Polley 2014). The circuit basis for this temporary
sensitivity to sensory manipulations remains unclear. Shared
connections can introduce activity correlations (De La Rocha
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et al. 2007), which can be read out by correlation-based learning
rules (Feldman 2009). Since such learning rules are crucial in
development (Feldman 2009), shared connections might play an
important role during the critical period. However, the topology
of the functional mesoscale intra- and interlaminar circuits
across development is unknown. In the primary auditory cortex
(A1) of altricial species such as rodents, there is a marked
increase in dendritic complexity and spine number during
the postnatal period, followed by a period of spine maturation
approximately after P16 in rats (McMullen et al. 1988; Schachtele
et al. 2011). This period roughly corresponds to the functionally
identified critical period (Zhang et al. 2001; Barkat et al. 2011).
While these morphological measures show that there is a period
of increased functional connectivity, the circuit topology and
identity of presynaptic neurons are unknown.

Primary cortical areas perform hierarchical processing. Layer
4 (L4) receiving thalamic input whereas L2/3 (L2/3) integrates
ascending input from L4 and subgranular sources as well as
from diverse intralaminar and cross-hemispheric intracortical
inputs (Schreiner and Winer, 2007; Atencio et al. 2009; Atencio
and Schreiner 2010; Oviedo et al. 2010; Chen et al. 2011; Hackett
et al. 2011; Guo et al. 2012; Meng et al. 2015; Meng et al. 2017b).
A1 L2/3 neurons form a heterogeneous group of cells showing
distinct spatial topologies of their associated functional circuits
possibly underlying the local heterogeneity in frequency inte-
gration observed in L2/3 (Bandyopadhyay et al. 2010; Rothschild
et al. 2010; Winkowski and Kanold 2013; Kanold et al. 2014; Maor
et al. 2016; Meng et al. 2017b; Liu et al. 2019; Tischbirek et al. 2019).
Subsets of L2/3 cells receive subgranular inputs from L5/6 (Meng
et al. 2017b), and these inputs are thought to control response
gain (Olsen et al. 2012; Bortone et al. 2014; Guo et al. 2017).

To investigate the nature of the changing functional circuits
and the emergence of laminar processing in A1, we character-
ized the development of the functional L2/3 microcircuits and
the functional organization of A1 in vitro using laser-scanning
photostimulation (LSPS). We found transient hyperconnectivity
from L4 and L5/6 during the critical period, which provided
the dominant number of inputs to L2/3 at P12–16. After P20
excitatory connections refined, this refinement was paralleled
by the emergence of increased diversity of L2/3 connectivity.

To investigate how functional circuit changes relate to the
population responses of A1, we performed in vivo two-photon
Ca2+-imaging in anesthetized mice from before ear opening (P9–
11) to adulthood (>P28). Tonal stimuli evoked cortical responses
at all ages studied. During the early critical period (P15–16),
neighboring A1 neurons showed the highest degree of pairwise
activity correlations indicating a response sparsification after
the critical period.

Together, our results indicate that distinct circuit topolo-
gies exist during the critical period in rodents. In particular, (1)
inputs from L4 and subgranular L5/6 are present, which can
control local activity correlations and (2) specific L2/3 subcircuits
emerge in the second postnatal week resulting in response
sparsification. These findings suggest that subgranular circuits
might play a role in controlling activity and plasticity during the
critical period.

Materials and Methods
Animals

All animal procedures were approved by the University of Mary-
land Animal Care and Use Committee. Male and female mice
were raised in 12-h light/12-h dark conditions.

In vitro LSPS

LSPS experiments were performed as previously described
(Meng et al. 2015; Meng et al. 2017b; Viswanathan et al. 2017).

Slice Preparation

Mice (C57/Bl6, Jackson Labs; P5–31) were deeply anesthetized
with isoflurane (halocarbon). A block of brain containing A1
and the medial geniculate nucleus was removed, and thalam-
ocortical slices (500 μm thick) were cut on a vibrating micro-
tome (Leica) in ice-cold artificial cerebral spinal fluid (ACSF)
containing (in mM): 130 NaCl, 3 KCl, 1.25 KH2PO4, 20 NaHCO3, 10
glucose, 1.3 MgSO4, 2.5 CaCl2 (pH 7.35–7.4, in 95%O2–5%CO2). For
A1 slices, the cutting angle was approximately 15◦ from the hor-
izontal plane (lateral raised) and A1 was identified as described
previously (Cruikshank et al. 2002; Zhao et al. 2009; Meng et al.
2015). Slices were incubated for 1 h in ACSF at 30 ◦C and then
kept at room temperature. Slices were held in a chamber on
a fixed-stage microscope (Olympus BX51) for recording and
superfused (2–4 mL/min) with high-Mg ACSF recording solution
at room temperature to reduce spontaneous activity in the slice.
The recording solution contained (in mM) 124 NaCl, 5 KCl, 1.23
NaH2PO4, 26 NaHCO3, 10 glucose, 4 MgCl2, and 4 CaCl2.The
location of the recording site in A1 was identified by landmarks
(Cruikshank et al. 2002; Zhao et al. 2009; Viswanathan et al. 2012;
Meng et al. 2014; Meng et al. 2015; Meng et al. 2017b).

Electrophysiology

Whole-cell recordings were performed with a patch clamp
amplifier (Multiclamp 700B, Axon Instruments) using pipettes
with input resistance of 4–9 MΩ. Data acquisition was performed
with National Instruments AD boards and custom software
(Ephus) (Suter et al. 2010), which was written in MATLAB
(Mathworks) and adapted to our setup. Voltages were corrected
for an estimated junction potential of 10 mV. Electrodes were
filled with (in mM) 115 cesium methanesulfonate (CsCH3SO3),
5 NaF, 10 EGTA, 10 HEPES, 15 CsCl, 3.5 MgATP, and 3 QX-314
(pH 7.25, 300 mOsm). Cesium and QX314 block most intrinsic
active conductances and thus make the cells electrotonically
compact. Biocytin or neurobiotin (0.5%) was added to the
electrode solution as needed. Series resistances were typically
20–25 MΩ. Photostimulation: 0.5–1 mM of caged glutamate (N-
(6-nitro-7-coumarinylmethyl)-L-glutamate) (Muralidharan et al.
2016) is added to the ACSF. This compound has no effect on
neuronal activity without UV light (Muralidharan et al. 2016). UV
laser light (500 mW, 355 nm, 1 ms pulses, 100-kHz repetition rate,
Diode-pumped solid-state laser (DPSS) Lasers, Santa Clara, CA)
was split by a 33% beam splitter (CVI Melles Griot), attenuated by
a Pockels cell (Conoptics), gated with a laser shutter (NM Laser),
and coupled into a microscope via scan mirrors (Cambridge
Technology) and a dichroic mirror. The laser beam in LSPS
enters the slice axially through the objective (Olympus 10×,
0.3NA/water) and has a diameter of less than 20 μm. Laser
power at the sample is less than 25 mW. We typically stimulated
up to 30 × 25 sites spaced 40 μm apart, enabling us to probe
areas of 1 mm2; such dense sampling reduces the influence
of potential spontaneous events. Repeated stimulation yielded
essentially identical maps. Stimuli were applied at 0.5–1 Hz.
Analysis was performed essentially as described previously with
custom software written in MATLAB (Meng et al. 2014; Meng et al.
2015; Meng et al. 2017a; Meng et al. 2017b). Activation profiles
of neurons were produced by recording in cell-attached mode
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while mapping the same region and recording action potentials
(Supplementary Fig. S1). To detect monosynaptically evoked
postsynaptic currents (PSCs), we detected PSCs with onsets in
an approximately 50-ms window after the stimulation (Fig. 1b).
This window was chosen based on the observed spiking latency
under our recording conditions (Meng et al. 2015; Meng et al.
2017b; Viswanathan et al. 2017). Our recordings are performed
at room temperature and in high-Mg2+ solution to reduce the
probability of polysynaptic inputs. We measured both peak
amplitude and transferred charge; transferred charge was
measured by integrating the PSC. While the transferred charge
might include contributions from multiple events, our prior
studies showed a strong correlation between these measures
(Viswanathan et al. 2012; Meng et al. 2014; Meng et al. 2015).
Traces containing a short-latency (<8 ms) “direct” response were
discarded from the analysis (black patches in color-coded maps)
as were traces that contained longer latency inward currents
of long duration (>50 ms). The short-latency currents could
sometimes be seen in locations surrounding (<100 μm) areas
that gave a “direct” response. Occasionally, some of the “direct”
responses contained evoked synaptic responses that we did not
separate out, which leads to an underestimation of local short-
range connections. Cells that did not show any large (>100 pA)
direct responses were excluded from the analysis as these could
be astrocytes. It is likely that the observed PSCs at each stimulus
location represent the activity of multiple presynaptic cells.
Layer boundaries were determined from the infrared pictures.

Morphology

Biocytin-filled cells were processed and reported previously
(Zhao et al. 2009; Deng et al. 2017; Sheikh et al. 2019). Recorded
cells filled with biocytin were stained and reconstructed through
Neurolucida (Version 2019; MBF Bioscience). Morphological data
been used here were extracted from the built-in Sholl analysis
in Neurolucida.

In Vivo Imaging

In vivo experiments were performed in male and female Thy1-
GCaMP6s transgenic mice (GP4.3; JAX strain 02475) (Dana et al.
2014), bred in-house. In vivo imaging was performed during
postnatal days (P) 9–59, which encompasses a period of time
before ear opening (P9–11; n = 4), ear opening, and hearing onset
(P12–14; n = 7), the critical period for rapid auditory spectral
tuning, which we split into an early (P15–16; n = 4) and a late
window (P18–20; n = 9), and through to the mature adult (P28–59;
n = 9). While studies with chronic imaging windows are possible
in adult rodents (Meng et al. 2017b; Francis et al. 2018; Liu et al.
2019), these surgeries and recovery are not feasible in young
animals whose skulls and brains are rapidly increasing in size.
Therefore, we performed acute craniotomies and imaged the
same day in anesthetized animals.

Surgery

Mice were initially anesthetized with 4% inhaled isoflurane
(Fluriso, VetOne) using a calibrated vaporizer (Matrix VIP 3000),
which was reduced to 2–2.5% for the craniotomy procedure to
maintain stable anesthesia. Body temperature was maintained
near 37 ◦C with a heating block, and depth of anesthesia was
monitored by toe pinch reflex and by observing the respiratory
pattern of the animal. Tissue overlying the left auditory cortex

was exposed, and the skull was affixed to a custom titanium
headplate using cyanoacrylate glue (Loctite Prism 454). A small
circular craniotomy (3–4 mm diameter) was performed to expose
the surface of the auditory cortex, as determined by skull and
vascular landmarks (Stiebler et al. 1997; Dorr et al. 2007). A cir-
cular glass coverslip (5 mm, #0 thickness, Warner Instruments)
was fixed to the surface of the craniotomy with 1.5–2% warm
agarose (Sigma-Aldrich) to dampen pulsations and was secured
with glue on the outer edges to the headplate. For mice less than
P12–13 in which the ear canal was still naturally closed, a small
surgical incision was made to open the ear and allow sound to
enter without additional impedance.

Wide-Field Imaging

Cortical images of wide-field GCaMP6s fluorescence in blue light
were acquired at a depth of 500 μm from the surface using
StreamPix software (NorPix) with either a CoolSNAP HQ2 or a
CoolSNAP MYO CCD Camera (Photometrics), and with either
a tandem-lens combination setup (Ratzlaff and Grinvald 1991)
or a 2× objective (Nikon). Sound stimuli consisted of 1000-ms
duration, sinusoidal-amplitude-modulated (SAM) tones at fre-
quencies of 4, 8, 16, 32, and 64 kHz. Each frequency was randomly
repeated five times at three sound levels: 40-, 60-, and 80-dB
sound pressure level (SPL) for a total of 75 iterations.

Two-Photon Imaging

Imaging was largely performed as described previously
(Winkowski and Kanold 2013) using a two-photon microscope
(Ultima, Prairie Technologies) and a MaiTai DeepSee laser
(SpectraPhysics), equipped with a GaAsP photodetector module
(Hamamatsu) and resonant scanners. Excitation at 900 nm
was focused at 150–200 μm beneath the pia for supragranular
layers 2/3 and 300–380 μm for thalamorecipient L4 imaging (see
Table 1); thus, the lower part of L4 was not imaged. Regions
within A1 (∼300 × 300 μm) were scanned at 30 Hz through a
20×, 0.95 NA water-immersion objective (Olympus), with image
resolution at 0.58 μm/pixel. Body temperature was maintained
at 37 ◦C using a homeothermic blanket system (Harvard
Apparatus) and a flexible probe to monitor internal temperature.
For mice younger than P20, the flexible probe was secured
externally to the ventral surface of the animal. Isoflurane
was maintained at 1–1.5% for the duration of the imaging
session. To prevent cortical cooling and to avoid network cortical
dysregulation, a constant perfusion of warmed saline (35–37 ◦C,
Warner Instruments Inline heater) was allowed to flow over the
coverslipped surface of the craniotomy (Kalmbach and Waters
2012).

Auditory Stimulation

Sound stimuli were generated using custom software in
MATLAB, presented and attenuated using Tucker-Davis Tech-
nologies RX6 processor, ED1 electrostatic speaker driver, and
PA5 programmable attenuator, and delivered through an ES1-
free field speaker placed close to the contralateral (right) ear.
Sound intensity was calibrated with a microphone (Brüel & Kjær
4944-A). Sounds were played at 60-dB SPL (about 30 dB above
mouse hearing threshold). Auditory stimuli consist of 400-ms-
long SAM tones (5-Hz modulation, cosine phase), ranging from 4
to 64 kHz at quarter octave spacing (thus spanning four octaves).
Each of these 17 stimuli was repeated 10 times with a 6-s
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Subgranular Hyperconnectivity to L2/3 and Enhanced Pairwise Correlations During the Critical Period Meng et al. 1917

Figure 1. Excitatory circuits to L2/3 neurons rearrange during development. (a) Left: Infrared image of a brain slice with patch pipette on an L2/3 neuron. Stimulation

grid is indicated by the blue dots. The black bars on the left of the image are the layer boundaries (Pia, boundary between L1 and L2/3, boundary between L2/3 and L4,
boundary between L4 and L5/6, and the boundary between L6 and white matter). The scale bar represents 100 μm. Right: Relative position of recorded cells within L2/3
for different age groups (P5–8: black; P9–11: green; P12–16: blue; P20–22: orange; P28–31: red). 0% represents the border with L4 and 100% represents the border with
L1. There is no significant difference between different groups (Multicomparison, P5–8 vs. P9–11: P = 0.41; P5–8 vs. P12–16: P = 0.92; P5–8 vs. P20–22: P = 0.16; P5–8 vs.

P28: P = 0.37; P9–11 vs. P12–16: P = 0.83; P9–11 vs. P20–22: P = 1; P9–11 vs. P28: P = 1; P12–16 vs. P20–22: P = 0.54; P12–16 vs. P28–31: P = 0.86; P20–22 vs. P28–31: P = 0.95). (b)
Whole-cell voltage clamp recordings with holding potentials at −70 (top) and 0 mV (bottom) to investigate excitatory and inhibitory synaptic connections, respectively.
Shown are example traces evoked by photostimulation at different locations. The solid blue line indicates the time of photostimulation. The dashed red line marks
8-ms poststimulus, which is the minimal latency for synaptic responses. The solid red line marks the end of the 50-ms event analysis window. (c) Pseudocolor maps

show EPSC (left) and IPSC (right) charge at each stimulus location. White circle indicates the soma location. Horizontal bars indicate layer borders; bar length represents
100 μm. (d) Cartoon illustrating the calculation of the average spatial probability (P [connection]) maps. Input maps are aligned to soma (white circle) and for each
relative location, the average number of cells in which a response could be evoked from this location is calculated. (e) Average maps of spatial connection probability
(aligned to soma, white circle) of excitatory connections in different age groups. The pseudocolor indicates the connection probability. White horizontal bars indicate

averaged laminar borders and are 100 μm long. Traces at the bottom of the average map of P28–31 indicate the columnar marginal distributions. The colors of the
traces match the colors of the titles of the average maps in different age groups. Traces below and at the right side of the average map of P28–31 indicate the laminar
marginal distributions of the connection probability maps and illustrate the temporary increase of inputs from L5/6. (f ) The mean (solid) and SEM (shadow) of total area
of inputs from L2/3 (black), L4 (red) and L5/6 (blue) to L2/3 neurons in different age groups. The excitation areas for P9–11 and P12–16 groups originating from L2/3, L4,

and L5/6 show significant increase comparing among four age groups (P values are in Supplementary Table 1). (g) The mean (solid) and SEM (shadow) of relative area
of excitatory inputs from L2/3 (black), L4 (red), and L5/6 (blue) to L2/3 neurons in different age groups. The relative area from L5/6 reaches its peak at P12–16 (P values
are in Supplementary Table 3). (h) The mean (solid) and SEM (shadow) of the average EPSC charge of inputs from L2/3 (black), L4 (red), and L5/6 (blue) to L2/3 neurons

in different age groups. After P28, the connection strength becomes weaker compared to other age groups (P values are in Supplementary Table 2). (i) The mean (solid)
and SEM (shadow) of the distance of 80% of excitatory inputs to each L2/3 cell originating from L2/3 (black), L4 (red), and L5/6 (blue). The integration distances of L2/3,
L4, and L5/6 inputs begin to increase at early age up to P16 and decreases at P28–31 (P values are in Supplementary Table 4). The dashed lines in f-i mark the time of
ear opening.
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Table 1 Animals, fields, and cell numbers imaged in vivo

Layer Age Animals Fields Mean depth # Cells

L2/3 P9–11 4 12 186 ± 7.4 μm 508
P12–14 7 12 188 ± 6.4 μm 699
P15–16 4 10 189 ± 4.8 μm 1301
P18–20 9 22 190 ± 3.4 μm 2210
P28–59 8 15 189 ± 4.1 μm 989

L4 P9–11 3 6 348 ± 29.3 μm 217
P12–14 6 7 345 ± 18.8 μm 497
P15–16 4 13 347 ± 7.7 μm 1039
P18–20 8 21 348 ± 14.6 μm 1264
P28–59 9 14 370 ± 10.9 μm 846

interstimulus interval, for a total of 170 iterations. For each
stimulus iteration, a sequence of 100 images were acquired for
a duration of 3.3 s with sound onset at 1.5 s (or at about the 45th
frame). To generate frequency response areas (FRAs), sounds
were played either at four different dB levels (30-, 45-, 60-, and
75-dB SPL) or at six different dB levels (30-, 40-, 50-, 60-, 70-, and
80-dB SPL) with each stimulus repeated five times. For FRAs,
we were limited to five trials especially in the young animals
because we kept intertrial intervals long to prevent adaptation
and synaptic fatigue, which can be prominent in developing
brains.

Wide-field Data Analysis

Image sequences were analyzed using custom routines in MAT-
LAB (Mathworks). Images were parsed into trial-based epochs in
which each frame sequence represented a single trial consist-
ing of the presentation of a single-sound-frequency-intensity
combination. For each trial, the response amplitude (�F/F) as a
function of time for each pixel was determined using the follow-
ing formula, (F–F0)/F0, where F corresponds to the time-varying
fluorescence at a given pixel. F0 was estimated by finding the
10th percentile of these fluorescence values for a given trial and
pixel. For construction of activation maps, the amplitude of the
�F/F pixel response during 1 s (i.e., ∼ four frames) after stimulus
onset was averaged across time and repetitions, yielding an
average response magnitude that was assigned to each pixel.
To determine total responsive area for each animal, the average
activation map for each sound frequency-intensity combina-
tion was binarized according to a threshold (mean + 2 standard
deviation [SD] of baseline activity). Binarized activation maps
were then summed across sounds and total area determined
using the regionprops function in MATLAB and converted to real
measurements (mm2) based on the spatial calibration of the
optical system. The values of total area were grouped according
to age and compared. To estimate baseline activity, the variabil-
ity (SD) of �F/F values of baseline (prestimulus) frames across
all stimulus presentation trials was determined for each pixel,
and then averaged. This yielded a single value of baseline �F/F
variability for each animal. The values of baseline variability
were grouped either according to age or rearing condition and
compared.

Two-photon Data Analysis

Image sequences were first loaded into ImageJ (NIH) to visu-
ally examine if fluorescence responses were present and if

there was any x-y jitter present in the image sequence. Motion
correction was performed using the ImageJ TurboReg plug-in.
Image sequences with an abnormally large amount of motion
unable to be corrected were discarded and not analyzed. Raw
fluorescence signals (F) of auditory neurons were directly used
to calculate time course traces. Cells were manually selected as
ring-like regions of interest (ROIs) that cover soma but exclude
cell nuclei. Pixel intensity within each ROI was averaged to
generate fluorescence over time. Neuropil correction was per-
formed by selecting a circular region with a radius of 20 μm
around the cell, excluding all pixels that are contained within
other ROIs. For each neuropil mask, the brightest 20% of pixels
were also excluded as they might be neural processes from
adjacent cells that are also tonally tuned, which otherwise will
bias cell response to a smaller value or introduce irregularities in
response patterns (Peron et al. 2015). The average fluorescence
of this area (background fluorescence, FB) was then subtracted
from the cell’s fluorescence at each time point. Changes in
fluorescence (�F/F) were calculated with the following equation
(Kerlin et al. 2010; Chen et al. 2012): [(F − r∗FB)—(F0 − r∗FB)]/
(F0 − r∗FB), where F0 is estimated by taking the fiftth-percentile
value of the entire subtracted fluorescence trace (for some cells
10th-percentile value is chosen to avoid negative F0), and r is
the contamination ratio 0.7 (Peron et al. 2015). A responsive cell
was defined as a cell that responds to at least one of the pre-
sented stimuli significantly (ANOVA between baseline and stim-
ulus activity, P < 0.001). Remaining analysis was performed only
on responding cells. Mean time course traces were generated
by averaging fluorescence traces over ten repeats. Frequency-
tuning curves were determined by taking the maximum (�F/F)
from the mean time course trace across the frames following
sound onset. Best frequency (BF) was then defined as the peak of
the frequency-tuning curve (the tone that elicits the maximum
�F/F at 60 dB).

Noise correlations (NC) (trial-to-trial response variability)
were calculated by taking the individual response to each repeat
of a sound stimulus, subtracting out the mean response to
that particular stimulus and measuring the covariance of the
concatenated responses from every single trial of different
stimuli. When trial number is small for each stimulus, signal
correlations (SC) can be strongly biased by NC (Rothschild et al.
2010; Rothschild et al. 2013). To overcome this bias, we also
calculated corrected SC based on Rothschild et al. (Rothschild
et al. 2010):

SCcorrected
(
i, j

) � covcorrected
(
ri, rj

)
√

cov (ri, ri) · cov
(
rj, rj

)



Subgranular Hyperconnectivity to L2/3 and Enhanced Pairwise Correlations During the Critical Period Meng et al. 1919

Unlike Rothschild et al. 2010, we used the uncorrected
expression for cov

(
ri, ri

)
in the denominator because in practice,

covcorrected
(
ri, ri

)
can yield negative values for particular ri.

Cell-attached Recordings and Ca2+ Imaging of Action
Potentials in Vitro

Cell-attached patch clamp recordings were performed in vitro
in voltage clamp to simultaneously measure spiking activity
and �F/F (Goncalves et al. 2013). Thalamocortical slices con-
taining A1 were prepared as described above. The extracellular
recording solution consisted of ACSF containing (in mM) 130
NaCl, 3 KCl, 1.25 KH2PO4, 20 NaHCO3, 10 glucose, 1.3 MgSO4,
and 2.5 CaCl2 (pH 7.35–7.4, in 95% O2–5% CO2). Action potentials
were recorded extracellularly in loose-seal cell-attached config-
uration (seal resistance typically 20–30 MΩ) in voltage clamp
mode. Borosilicate glass patch pipettes were filled with normal
ACSF diluted 10% and had a tip resistance of approximately
3–5 MΩ in the bath. Data were acquired with a Multiclamp 700B
patch clamp amplifier (Molecular Devices), low-pass filtered,
and digitized at 10 kHz using Ephus (Suter et al. 2010). In order
to preserve physiological ion concentrations in the imaged cells,
we did not patch imaged neurons but evoked action potentials
with a bipolar stimulus electrode placed in L1 or L2/3 to stim-
ulate the apical dendrites of pyramidal cells (pulse duration of
1–5 ms). Data were analyzed offline using MATLAB.

Statistics

Results are plotted as means ± SD unless otherwise indicated.
Populations were compared with a ranksum or Student’s t-test
(based on Lilliefors test for normality) and deemed significant if
P < 0.05.

Results
Mapping of Inter- and Intralaminar Circuits to L2/3 via
LSPS Shows Transient Hyperconnectivity of Excitatory
Circuits at P12–16

To investigate the maturation of inter- and intralaminar
connections to L2/3 neurons in A1, we applied LSPS with
caged glutamate (Shepherd et al. 2003; Meng et al. 2014;
Meng et al. 2015; Meng et al. 2017b) to map the spatial
connectivity of excitatory and inhibitory inputs to L2/3
neurons in A1 of C57/BL6 mice aged P5–31. This age range
encompasses a period of time before ear opening (P9–11),
the critical period for auditory spectral tuning, and through
to the mature adult (>P28) (Willott and Shnerson 1978;
Geal-Dor et al. 1993; Zhang et al. 2001; Barkat et al. 2011). LSPS
induces action potentials in targeted neurons when the laser
beam is close to the soma or proximal dendrites, where a
high concentration of glutamate receptors (GluRs) is present.
We performed cell-attached recordings from cells across the
cortical layers at these ages to identify the locations in which
photostimulation evokes APs in each cell (N = 189 neurons).
These recordings showed that most photostimulation-evoked
APs of L5/6, L4, and L2/3 cells (latencies ≤ 50 ms) were evoked
close to the soma at all ages (Supplementary Fig. S1). This is
consistent with our prior cell-attached recordings at these ages
(Viswanathan et al. 2012; Meng et al. 2015; Meng et al. 2017b) and
indicates that the spatial resolution of our LSPS technique does
not vary across age.

To visualize the spatial pattern of excitatory inputs of each
cell, we performed whole-cell patch recordings and targeted the

laser pulse to multiple distinct stimulus locations. The neurons
under the stimulation sites were activated by the laser pulse and
generated action potentials. If targeted neurons were connected
to the patched cells, we were able to record PSCs. Cells were held
at a membrane potential of −70 mV (∼ECl) to isolate EPSCs or at
0 mV (∼Eglut) to isolate IPSCs (Meng et al. 2015; Meng et al. 2017b).
The targeted stimulus locations spanned the entire extent of
A1, thus enabling us to probe the entire two-dimensional con-
nectivity pattern of excitatory and inhibitory inputs to a given
cell over 1 mm2 (Fig. 1a). Since sublaminar circuit differences
exist in L2/3 of A1 (Meng et al. 2017b), we ensured that the
relative laminar locations of sampled cells in each age group
were similar (Fig. 1a). Activation of GluRs on the cell body and
the proximal dendrites caused large-amplitude short-latency
direct events (Fig. 1b). Since synaptic currents have a distinct
latency (>8 ms), we separated direct and synaptic events using
a latency criterium (Fig. 1b) (Meng et al. 2015; Meng et al. 2017b).
The connection strengths were quantified by calculating the
postsynaptic current (PSC) charge (Meng et al. 2015; Meng et al.
2017b) and indicated as color in contour maps (Fig. 1c). Our
recordings showed that L2/3 cells in A1 received excitatory input
from within L2/3 as well as from L4 and L5/6 (Fig. 1c).

We performed LSPS in 155 L2/3 cells (P5–8: n = 25, P9–11:
n = 21, P12–16: n = 32, P20–22: n = 29, P28–31: n = 48) from 46 mice
(P5–8: n = 6 mice; P9–11: n = 7 mice; P12–16: n = 7 mice; P20–22:
n = 6 mice; P28–31: n = 20 mice) and examined the connectivity
pattern of excitatory inputs. To visualize connectivity pattern
changes over the population of cells, individual LSPS maps were
aligned to the cell body position and averaged (Meng et al. 2015;
Meng et al. 2017b); the result is a spatial map of connection
probability (Fig. 1d,e). From the averaged maps, we observed that
L2/3 cells at all ages received inputs not only from within L2/3
but also from other cortical layers (Fig. 1e). Qualitative inspection
of these maps revealed that the spatial profiles changed with
development.

To quantify the laminar changes, we identified laminar
borders for each cell from the DIC images and calculated the
input profile from each layer (Meng et al. 2015; Meng et al.
2017b). To visualize and quantify the differences between
cells, we determined for each cell the total area in each
layer where stimulation evoked excitatory PSC (EPSC) in L2/3
neurons. We find that L2/3 cells received input from within
L2/3 as well as from L4 from the youngest ages on. Both
L2/3 and L4 inputs increased after P5–8, peaked at P9–16, and
then decreased (Fig. 1f , Supplementary Fig. S2). In contrast,
subgranular L5/6 inputs increased from P5–8 until P12–16
and then decreased to P20–22. Thus, there was a temporary
increase of excitatory inputs to L2/3, in particular at P12–16 for
subgranular L5/6 inputs. The increase in area was largest for
subgranular inputs (P12–16 vs. P5–8: 795% for L5/6 vs. 481%
for L4 and 272% for L2/3). These data indicate a temporary
increase in the amount of intracortical synaptic connectivity
and in particular from subgranular sources over development.
To further quantify the balance of intra- to interlaminar inputs,
we next determined the relative input the L2/3 neurons receive
from each layer. This analysis confirmed that subgranular input
to L2/3 neurons is highest at P12–16 (Fig. 1g, Supplementary
Fig. S2). Besides the number of inputs, the effective synaptic
strength contributes to the functional laminar connectivity.
To test if synaptic strength from each layer also changed over
development, we plotted the mean EPSC charge and total charge
for EPSCs evoked from each layer (Fig. 1h, Supplementary Fig.
S2). While the mean synaptic strength for intralaminar inputs
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to L2/3 remained constant from P5–16, interlaminar inputs,
in particular those from L4, strengthened until P16 (Fig. 1h,
Supplementary Fig. S2). The total charge from all layers
increased from P5. The intralaminar input to L2/3 reached its
peak at P9–16, whereas the input from L4 and L5/6 reached its
peak at P12–16 (Supplementary Fig. S2). Both input strength
and total input decreased after this period in all layers with
the largest decrease occurring in L4 (P12–16 vs. >P28: 407% for
L5/6 vs. 428% for L4 and 285% for L2/3). These results indicate a
temporary expansion and strengthening of interlaminar inputs
to L2/3 during the critical period.

Since our thalamocortical slices contain the tonotopic axis,
the distance of where presynaptic cells are located in the rostro-
caudal axis is a proxy for integration along the frequency axis
(Meng et al. 2017b). When quantitatively comparing the rostro-
caudal spread or integration distance of inter- and intralaminar
inputs at the different ages, we find that L2/3 inputs originated
from a narrow region at P5–8 and that the integration distance
increased thereafter, peaking at P12–16 (Fig. 1i, Supplementary
Fig. S2). The integration distance in all layers decreased by P28–
31 and decreases were smallest in L5/6 (P12–16 vs. >P28 129%
for L5/6 vs. 150% for L4 and 144% for L2/3). Thus, our results
indicate that there is a temporary period of hyperconnectivity of
intracortical excitatory circuits in development, which supports
integration across the tonotopic axis.

Transient Hyperconnectivity of Inhibitory Circuits
to L2/3 Cells at P12–16

Our results show a substantial remodeling of excitatory con-
nections. We next investigated if inhibitory connections also
change over development. We mapped inhibitory connections
by holding cells at 0 mV (Fig. 1b). Average maps of connec-
tion probability across ages appeared different, generally show-
ing a similar developmental trajectory to excitatory input map
changes (Fig. 2a, Supplementary Fig. S3). This was confirmed
quantitatively: the total area generating inhibitory input in L2/3
increased with age until P16 and then decreased (Fig. 2b, Supple-
mentary Fig. S3, the total inhibitory area of P12–16 vs. P5–8, 579%
for L5/6, 413% for L4 and 624% for L2/3). In contrast to excitatory
inputs, inhibitory inputs from L4 and L5/6 did not show a relative
increase during development (Fig. 2c, Supplementary Fig. S3).
The fraction of input from within L2/3 increased, while L4 and
L5/6 inputs showed modest decreases. The total charge originat-
ing from each layer also increased until P12–16 (Supplementary
Fig. S3).

The mean inhibitory PSC (IPSC) charge from within L2/3 was
largest at P12–16, while inputs from L4 were strongest between
P9 and P16 (Fig. 2c, Supplementary Fig. S3). In contrast to exci-
tatory inputs, inhibitory inputs from L5/6 showed an increase
in integration distance with age, indicating a lack of tonotopic
refinement (Fig. 2e, Supplementary Fig. S3). Thus, together with
the changes in excitatory and inhibitory connections, these
data show that there is extensive remodeling of excitatory and
inhibitory connections to L2/3 neurons, but that the spatial
pattern is distinct for each. Our results indicate that there is
a temporary increase in relative excitatory but not inhibitory
inputs from L4 and L5/6 during the critical period.

Transient EI Imbalance to L2/3 Cells at P9–11

Given that both excitatory and inhibitory circuits change over
development, and since the spatial and temporal patterns

of these changes appeared different, we hypothesized that
the balance of excitation and inhibition was changing over
development. Studies in the visual cortex have suggested that
maturation of functional inhibition, and thus the balance of
excitation and inhibition (EI balance), is a prime driver of critical
period plasticity (Hensch 2004). To determine the functional and
spatial balance of excitation and inhibition, we calculated the
EI balance of inputs from each layer based on the area as well
as the charge of excitatory and inhibitory inputs (Meng et al.
2015; Meng et al. 2017b) (Fig. 2f–h). This analysis showed that
the EI peak and area ratios increased and were of much larger
magnitude for inputs from L5/6 than from L2/3 and L4. This
indicates an overall excitatory effect of L5/6 inputs while inputs
from the other layers were balanced. Moreover, there was a large
transient increase in EI area for subgranular inputs due to the
unmatched increase in excitatory and inhibitory inputs from
these layers (the total excitatory area of P12–16 in L5/6 increased
to ∼ eight times that of P5–8, whereas the total inhibitory area
of P12–16 in L5/6 only increased by ∼ six times). In contrast, EI
balance based on charge decreased over development due to
significant increases in IPSC charge, possibly due to the change
of GABA receptor subunit composition. Thus, there is a transient
EI increase for subgranular inputs to L2/3 just after ear opening
at the onset of the critical period. This imbalance indicates a
transient increase in excitation originating from L5/6. Together
with the increased EI amplitude ratio of L5/6 versus L2/3 and L4
inputs, this suggests an overall increased excitatory effect from
L5/6 in the critical period.

Emergence of Circuit Diversity by P28

Our prior studies showed that circuits to L2/3 could be diverse
(Meng et al. 2017b). To quantify the emergence of this diversity,
we calculated the correlation of the LSPS maps of the sampled
cells. We find that correlations for both excitatory and inhibitory
maps increased from P5–8 to P9–11, remained constant at P12–
16, and then decreased by P28–31 (Fig. 3). These results indicate
that L2/3 neurons form a relatively homogenous population
based on intracortical circuit topology during the critical period
and that circuit diversity emerges after P16.

Morphological Complexity of L2/3 Neurons Increases
Over Development

Our functional connection results show transient hyperconnec-
tivity of both excitatory and inhibitory circuits during devel-
opment. To investigate whether the increased connectivity is
due to the morphological development of L2/3 cells, we recon-
structed 37 recorded L2/3 cells across different age groups (P5–8:
n = 11; P12–16: n = 11; >P28: n = 16) and analyzed their dendrites.
This analysis indicated that L2/3 cells showed the greatest com-
plexity in terms of number of nodes and ends at approximately
P28–31 (Fig. 4), consistent with reports from rabbit A1 (McMullen
et al. 1988). Moreover, Sholl analysis results (Fig. 4c) showed that
most branch intersections of L2/3 cells at young age (P5–8) were
within approximately 100 μm from the cell body and spread out
to approximately 200 μm after P12–16. Comparing cells at P12–
16 and P28–31 showed that the dendritic branch intersections in
the older group tend to occur further away from the soma (range
from ∼ 300 to 800 μm). Together, these results indicated that L2/3
cell morphology became more complex during development.
Thus, the temporal peak in connectivity from L5/6 is not due
to morphological changes in L2/3 neurons but due to functional
circuit changes.
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Figure 2. Inhibitory circuits to L2/3 neurons rearrange during development. (a) Average maps (aligned to soma, white circle) of inhibitory connection probability in
different age groups. The pseudocolor indicates connection probability. White horizontal bars indicate averaged laminar borders and are 100 μm long. Traces at the
bottom of the average map of P28–31 indicate the columnar marginal distributions. The colors of the traces match those of titles of the average maps in different age

groups. Traces below and at the right side of the average map of P28–31 indicate the laminar marginal distributions of the connection probability maps. (b) The mean
(solid) and SEM (shadow) of total area of inputs from L2/3 (black), L4 (red), and L5/6 (blue) to L2/3 neurons in different age groups. The inhibitory area for P9–11 and
P12–16 groups originating from L2/3, L4, and L5/6 shows significant increases when comparing among four age groups (P values are in Supplementary Table 5). (c) The
mean (solid) and SEM (shadow) of relative area of inhibitory inputs from L2/3 (black), L4 (red), and L5/6 (blue) to L2/3 neurons in different age groups. L2/3 cells receive

more local inputs originating inside L2/3 during development (P values are in Supplementary Table 7). (d) The mean (solid) and SEM (shadow) of the average IPSC charge
of inputs from L2/3 (black), L4 (red), and L5/6 (blue) to L2/3 neurons in different age groups. The connection strength from L2/3, L4, and L5/6 to L2/3 cells increases after
P5 and reach the pick at P12–16 (P values are in Supplementary Table 6. (e) The mean (solid) and SEM (shadow) of the distance of 80% of inhibitory inputs to each L2/3

cell originating from L2/3 (black), L4 (red), and L5/6 (blue). The integration distance of L2/3, L4, and L5/6 increases during development (P values are in Supplementary
Table 8). (f ) The mean (solid) and SEM (shadow) of the EI charge ratio from L2/3 (black), L4 (red), and L5/6 (blue) cells. EI charge ratio decreases with age (P values are
in Supplementary Table 9). (g) The mean (solid) and SEM (shadow) of the EI peak ratio from L2/3 (black), L4 (red), and L5/6 (blue) cells. EI peak has similar trends as EI
charge (P values are in Supplementary Table 10). (h) The mean (solid) and SEM (shadow) of the EI area ratio from L2/3 (black), L4 (red), and L5/6 (blue) cells. EI area has

similar trends as EI charge and EI peak (P values are in Supplementary Table 11). The dashed lines in b–h mark the time of ear opening.
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Figure 3. Functional circuits to L2/3 neurons show more diversity after P20. (a) Graphical representation of calculation of pairwise correlation between two maps. Each

black square represents the area that has monosynaptic connection to the recorded cell. For the pairwise correlation calculation, we set its value to one and set the
area that has no monosynaptic connections to zero. (b) The mean (solid) and SEM (shadow) of the pairwise correlations between all excitatory (left) and inhibitory
(right) maps. The connection maps of L2/3 cells become less similar after P16 and connection maps in adult mice are more heterogeneous than those at younger ages

(P values are in Supplementary Table 12). The dashed line in each panel marks the time of ear opening.

Auditory Cortical Area Changes Over the Course
of Hearing Development

Our in vitro results show that circuits impinging on L2/3 neurons
dynamically change over development (Fig. 3). This change in
circuits is likely to result in changes in the functional prop-
erties and population relationships of A1 neurons. We thus
investigated the sound-evoked responses of A1 during the same
developmental time frame.

We first investigated the emergence of functional auditory
responses in auditory cortex. To visualize the sound-driven
activity of neurons, we used wide-field and two-photon Ca2+-
imaging in Thy1-GCaMP6s (GP4.3; JAX strain 024275) mice (Dana
et al. 2014). We performed in vivo imaging during postnatal
days P9–59, which encompasses a period of time before ear
opening (P9–11), the critical period for auditory spectral tuning,
and through to the mature adult (P28–59; Table 1) (Willott and
Shnerson 1978; Geal-Dor et al. 1993; Zhang et al. 2001; Barkat
et al. 2011). To delineate more precisely the events within
the critical period, we further subdivided this age group into
an early (P15–16) and late (P18–20) critical period. In early
development (<P12), the closed ear canals and fluid-filled
middle ear can attenuate sounds. Thus, to provide a more
comparable sound transmission to the tympanic membrane
and to explore if A1 cells could respond to sounds at this young
age, we surgically opened the ear canals in the youngest age
group.

To localize auditory cortex and to delineate developmental
changes in its macroscale organization, we performed wide-
field imaging (∼3 × 3 mm) of global GCaMP6s signal with tone
presentation of various frequencies and sound levels (Fig. 5a)
(P9–11 n = 7 mice, P12–14 n = 5 mice, P15–16 n = 4 mice, P18–
20 n = 8 mice, >P28 n = 7 mice). We defined the auditory cor-
tex as the cortical area showing sound-evoked changes in flu-
orescence. Auditory evoked responses were present as early
as P9. The auditory responsive area increased after P11 and
peaked in the critical period (P18–20) (P9–11 vs. P18–20; P < 0.01;
multicomparison), consistent with prior microelectrode studies
(Zhang et al. 2001) (Fig. 5b,c). The levels of spontaneous activity
were largest before ear opening (P9–11) (Fig. 5c), likely driven by
peripherally generated spontaneous activity (Siegel et al. 2012;
Wang and Bergles 2015). A1 is defined as the central tonotopic
area of the auditory cortex. After P14 rostro-caudally oriented
tonotopic gradients were present allowing the identification of
A1, AAF, and A2 (Meng et al. 2017b; Francis et al. 2018; Liu
et al. 2019). Together, these results show that auditory responses
emerge in the auditory cortex before ear opening and confirm
that tonotopic maps can be detected after P14.

A1 Neurons Respond to Sound From P9 Onwards and
are Least Frequency-selective During the Critical Period

Having observed widespread sound-evoked activation in audi-
tory cortex as early as P9, we next characterized the response
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Figure 4. The complexity of cell morphology increases with age. (a) Examples of reconstructed L2/3 cells from different age groups. Dendrites are indicated in black
and axons in red. (b) Quantification of morphological properties: the total number of nodes (upper) and ends (lower). Cells in L2/3 at P28–31 group have the most nodes
and ends. (c) Sholl analysis. The plot shows the number of intersection of sequential serial spheres (5 μm steps) centered on the soma with the cell’s dendrites as a

function of radial distance. Thick line shows mean across cells and shaded area for standard error.

properties of single A1 neurons in L4 and L2/3 to tonal stimuli
over development (L2/3150–200 μm depth; L4 300–450 μm depth;
Table 1) by in vivo two-photon Ca2+ imaging (300 × 300 μm;
30-Hz frame rate) (Fig. 5d,e, Supplementary Fig. S4).

We used a sound level of 60 dB across all developmental ages
to identify how networks process an identical acoustic stimulus
in their environment. This sound level is above threshold for
the ages studied (Supplementary Fig. S5). Consistent with the
wide-field results, tone presentations could evoke fluorescence
increases (�F/F) in neurons as early as P9 (before natural ear
opening) (Fig. 5d, Supplementary Fig. S5). To characterize sound-
evoked responses, we varied the frequency of the presented tone
and determined how many cells were driven by tonal stimuli
and for each cell, determined the sound frequency that evoked
the largest average response (BF) (Fig. 5e, Supplementary Fig. S5).
We found that the numbers of responding cells increased until
P15–16 then trended lower by P20 and remained stable until
adulthood (Fig. 6a), consistent with sparse responses observed
using in vivo recordings (Hromadka et al. 2008; Liang et al. 2018).
Moreover, this maximum responsiveness is consistent with
our LSPS experiments showing that the amount of excitatory
connections to L2/3 peaks around P12–16 (Fig. 1). Thus, the

temporary peak in the number of responding cells could
potentially be due to the transient peak in excitatory input to
L2/3 cells.

Tuning curves (FRAs) in many auditory structures are
“V-shaped,” with a single-frequency selective area showing
decreased frequency selectivity with increased sound level.
Microelectrode studies of rodent A1 drew contradicting con-
clusions regarding the development of frequency selectivity:
A1 cells either become more (Zhang et al. 2001; Chang and
Merzenich 2003; Carrasco et al. 2013) or less (de Villers-Sidani
et al. 2007) frequency-selective over development. We measured
the normalized bandwidth to 60-dB stimuli using a peak-related
threshold (BW60%) to characterize changes in tonal receptive
fields over development (Figs 5e and 6b). Since many cells at
P9–11 did not show clear “V-shaped” response peaks, we did not
determine the bandwidth at these ages. After an initial increase,
the BW60% of both L4 and L2/3 neurons decreased from P15–16
into adulthood, indicating an increase in frequency selectivity
(Fig. 6b). We confirmed this result using a second measure that
did not require “V-shaped” receptive fields (Supplementary Fig.
S5f ). These results are consistent with previous microelectrode
(Zhang et al. 2001; Chang and Merzenich 2003) and whole-cell
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Figure 5. Wide-field and two-photon Ca2+ imaging reveals early tone-evoked responses and changes in the auditory cortical area with age. (a) Sound-evoked wide-field
fluorescence changes in a P42 Thy1-GCaMP6s mouse in response to tones of various frequencies and sound levels. Panel to the right shows an image of a craniotomy
with typical location of blood vessels, with overlapped frequency-specific evoked responses. (b) Panels depict representative auditory response areas in four animals

at P10, P16, P18, P20, to example tones (Scale bars = 1 mm), and exemplar tonotopic maps from two additional animals at P15 and P35 (Scale bars = 500 μm). (c) Top
shows total auditory area (in mm2) over development. Total auditory area reaches maximum at P18–20. P values from multicomparison are shown in Supplementary
Table 13. (d) Top: GCaMP6s-expressing cells at different ages. Bottom: Individual time course traces from each BF stimulus repeat for the exemplar cells at P9 (32 kHz
tone), P14 (26.9 kHz tone), and P37 (19 kHz tone). Asterisks (∗) indicate the responses that passed our significance criterion (P < 0.01). (e) Sample time course traces for

four representative neurons from a P14 and P37 animal responding to all 17 frequencies presented (Black lines indicate mean of significant responses (P < 0.001), and
gray lines indicate individual repetitions from each trace.) Tuning curves for each of these cells are shown on the right, with the detected BF (“∗”).

voltage-clamp recordings (Sun et al. 2010). Thus, our results
indicate that over development, there is an initial broadening
of tuning curves and increased recruitment of A1 neurons by
sounds likely due to increased excitatory connections. This
developmental stage is then followed by a period of receptive
field refinement and a sparsification of the representation of
pure tones in A1. Such fine-tuning of response selectivity and
sparsification is consistent with the refinement of excitatory
connections (Fig. 1).

Correlated Activity Between Neurons Peaks at P15–16

Our in vitro results indicate a temporary strengthening and
broadening of interlaminar inputs to L2/3 as well as increased
circuit similarity, in particular during the critical period. These
temporary changes might lead to increased pairwise activity cor-
relations between neurons. Thus, we calculated both neuronal
pairwise NC, which reflect stimulus-independent, trial-to-trial

covariance, and SC, which represent stimulus-driven correlated
activity (corrected for NC) (Averbeck et al. 2006; Rothschild et al.
2010; Winkowski and Kanold 2013; Liu et al. 2019).

Pairwise correlations can depend on the distance between
the neurons (Levy and Reyes 2012; Ko et al. 2013; Winkowski
and Kanold 2013; Liu et al. 2019). Thus to first examine age
differences, we focused on nearby cell pairs and calculated the
average pairwise correlations between L2/3 cells in a local area
(within 50–100 μm of each cell; Fig. 6c). We found that NCs were
highest in the youngest age group (P9–11) and were greater than
SCs. This suggests that A1 neurons at this age receive weak
feedforward (presumably thalamic) input (Barkat et al. 2011) and
are most strongly driven by intracortical spontaneous activity
(Siegel et al. 2012). After P12–14, SCs increased, consistent with
increased shared excitatory input (Fig. 1). Moreover, increased
SCs were also seen in L4 after P11 (Fig. 6d) suggesting increased
shared thalamic input consistent with in vitro studies (Barkat
et al. 2011). SCs in L2/3 and L4 were highest at P15–16 and SCs
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Figure 6. A1 single-cell response properties characterized by two-photon Ca2+ imaging. (a) Fraction of responding cells was low at P9–11 and P12–14 but increases

at P15–16 especially in L2/3. The fraction of responding cells decreased by P18–20 and remained stable until adulthood (adult L4 = 44.6% tone-responsive cells; adult
L2/3 = 32.5% tone-responsive cells) (Supplementary Tables 14 and 15). (b) Bandwidth (BW) for 60% peak criterion. The BW of L2/3 cells peak temporarily at approximately
P15. (P values are in Supplementary Tables 18 and 19, ∗: P < 0.05, ∗∗: P < 0.005, ∗∗∗ : P < 0.0005). (c,d) The mean (solid) and standard error (shadow) of NC and SC
between cell pairs in L2/3 (c) and L4 (d). Correlated activity between neurons changes over development. L2/3 and L4 signal and NC within 50–100 μm are plotted over

development (mean ± SEM). NCs are highest prior to ear opening (P9–11 L2/3 NC = 0.24 ± 0.006, L4 NC = 0.27 ± 0.006) and are greater than SCs in both cortical layers
(L2/3 SC = 0.041 ± 0.008, L4 SC = −0.014 ± 0.010). After ear opening (P12–14), NCs decrease (L4 NC = 0.16 ± 0.005, L2/3 NC = 0.066 ± 0.005) while L4 SCs begin to increase
(L4 SC = 0.142 ± 0.009). SCs in L2/3 and L4 are highest during P15–16 (L2/3 SC = 0.106 ± 0.004, L4 SC = 0.337 ± 0.005; L2/3 NC = 0.086 ± 0.002, L4 NC = 0.190 ± 0.002). SCs
and NCs decline after P18 to the final mature state (adult L2/3 NC = 0.037 ± 0.003, L4 NC = 0.102 ± 0.003; Adult L2/3 SC = 0.047 ± 0.007, L4 SC = 0.108 ± 0.006) (P values are

shown in Supplementary Tables 20 and 21, ∗: P < 0.05, ∗∗ : P < 0.005, ∗∗∗ : P < 0.0005).

declined after P16 to the final mature state. NCs also decreased
from P9 to 11 to adult with a temporary peak at P15–16. Together,
these results show that pairwise activity correlations show a
temporary peak at P15–16.

Discussion
In vitro circuit analysis and in vivo multiscale imaging in
mice over the first weeks of life were used to identify the

development of mesoscale circuitry and functional responses
in A1. Our results reveal changes in both intracortical connec-
tivity and network activity over development. The observed
transient intracortical connections with age and mesoscale
changes in sound-evoked responses delineate distinct devel-
opmental periods. In particular, we identify a transient
hyperconnectivity between subgranular layers (L5/6) and
supragranular layers (L2/3) during the critical period, suggesting
that L5/6 might play an important role during the critical

https://academic.oup.com/cercor/article-lookup/doi/10.1093/cercor/bhz213#supplementary-data
https://academic.oup.com/cercor/article-lookup/doi/10.1093/cercor/bhz213#supplementary-data
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Figure 7. Summary of circuit changes in A1 over development. Graphic summary of L2/3 circuit development based on the functional excitatory connections. Color in
L2/3 marks different cell types based on functional connections. Green: cells with local connections; orange: cells with major connections from L2/3 and L4 and few
from L5/6; and grey: cells with major connections from L2/3, L4, and L5/6. We use similar colors for L4 and L5/6 cells because potential diversity is unknown. For the
P5–8 group, most cells have very local connections inside L2/3. During early development (P9–11 and P12–16), most cells in L2/3 receive long-distance inputs from L4

and L5/6. Compared to P9–11, cells at P12–16 receive more inputs from L5/6. After P16, the connection pattern for L2/3 cells become more diverse.

period. The schema in Fig. 7 summarizes our circuit level
results.

Here, we studied the intracortical circuits to L2/3 neurons
using LSPS. The direct canonical ascending pathway of sensory
information to L2/3 neurons is through L4, which increases after
P9. Our results also show a temporary increase in excitatory
connections from subgranular layers that can also carry sen-
sory information. On the one hand, these layers encompass L6,
which can be thalamorecipient (de Venecia and McMullen 1994;
Constantinople and Bruno 2013; Crocker-Buque et al. 2015; Ji
et al. 2015; Intskirveli et al. 2016; Mease et al. 2016; Slater et al.
2019; Williamson and Polley 2019) and contains upper subplate
neurons, which are retained as L6b in the adult (Marx et al. 2017;
Viswanathan et al. 2017; Hoerder-Suabedissen et al. 2018). On
the other hand, L5/6 neurons receive long-distance connections
from other sensory modalities such as vision as well as inputs
from motor and frontal areas (Schroeder and Foxe 2002; Banks
et al. 2011; Nelson et al. 2013; Schneider et al. 2014; Morrill
and Hasenstaub 2018) (Winkowski et al. 2018), and L5/6 neurons
could potentially function as a gain control circuit to regulate
L4 and L2/3 responses to sensory stimuli (Olsen et al. 2012;
Vélez-Fort and Margrie 2012; Bortone et al. 2014). Subgranular
inputs to L2/3 show a transient maximal input between P12 and
16 and show a spatially broad distribution across the tonotopic
axis suggesting broad frequency integration of this input. Thus,
the temporary increase in subgranular input to L2/3 can add
additional, potentially broadly tuned, thalamorecipient activity
to L2/3 in parallel to the L4 to L2/3 pathways. Since deep subplate
neurons are the first cortical neurons to respond to sound and to
show topographic organization (Wess et al. 2017), this pathway
could prime topographic responses in L2/3 and thus provide a
potential parallel source of topographically thalamic input to L4.
Indeed, observations from the visual cortex have suggested that
plastic changes in L2/3 can precede those in L4 (Trachtenberg
et al. 2000; Trachtenberg and Stryker 2001). Moreover, deep sub-
plate neurons are required for normal critical period plasticity
to occur (Kanold and Shatz 2006). While these results have
been interpreted based on subplate inputs to L4, (Kanold 2009;
Kanold and Luhmann 2010) the existence of subplate inputs
across the cortical extent (Viswanathan et al. 2017) suggests
that subplate and L6b neurons might affect or even coordinate
cortical plasticity across layers.

We find high NCs in P9–11 mice, consistent with cortical
activity driven by spontaneous peripheral and central activity
patterns (Feller et al. 1996; Garaschuk et al. 2000; Adelsberger
et al. 2005; Hanganu et al. 2006; Tritsch et al. 2007; Tritsch et al.

2010; Siegel et al. 2012; Wang and Bergles 2015; Babola et al.
2018). However, during this period, A1 can respond to sounds as
well. Our results show that A1 can respond to sounds before ear
opening in mice, consistent with electrophysiological findings in
ferrets (Wess et al. 2017). These results are also consistent with
sound-evoked brainstem responses in P7 rats (Geal-Dor et al.
1993). Thus, during this early period, both spontaneous cochlear
activity as well as external sounds can contribute to the activity
in A1.

We find that L4 SCs increase around P12, coinciding with tha-
lamocortical strengthening (Barkat et al. 2011), and that pairwise
local activity correlations are highest at P15–16 (the early critical
period). Our in vitro LSPS results show that intralaminar and
ascending inputs to L2/3 increase between P5 and P16, while
subgranular inputs show a transient maximal input between P12
and 16, which might be a major determinant of the high pairwise
correlations during the critical period. These results suggest that
transient circuits from subgranular layers L5/6 might contribute
to the critical period.

Typically, the critical period is characterized by altering the
period of sensory deprivation (Insanally et al. 2009; Barkat et al.
2011; Caras and Sanes 2015; Mowery et al. 2015). Here, we find
high pairwise correlations in L2/3 combined with peak respon-
siveness to auditory stimuli at P15–20, suggesting that sensory
manipulation during this window could have maximal impact.
Our results, therefore, identify a circuit substrate of the critical
period time window as a period when neurons respond robustly
to many stimuli, and when neighboring neurons have high pair-
wise correlations indicating that they share tuning properties.
Our circuit analysis suggests that this time window is defined
both by ascending excitatory and inhibitory inputs, particu-
larly from subgranular layers. Subgranular layers are composed
of multiple cell classes with diverse connectivity (Games and
Winer 1988; Prieto and Winer 1999; Winer and Prieto 2001; Petrof
et al. 2012; Kim et al. 2014), and L5/6 cells play a variety of roles
such as the NTSR1-positive L6 neurons, which are involved in
gain control (Olsen et al. 2012; Bortone et al. 2014; Guo et al. 2017).
Recent results have indicated that activity manipulations during
the critical period can cause gain changes in auditory cortex
neurons (Chambers et al. 2016). Our work would suggest that
these gain changes result from altered connectivity from L5/6
cells to their target neurons. Our results suggest that these gain
control circuits are calibrated during the critical period to envi-
ronmental conditions. Additionally, prior work has identified a
key role for the maturation of inhibitory circuits in regulating
the critical period (Hensch 2004). Results described here suggest
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that subgranular circuits, which innervate both excitatory and
inhibitory cortical neurons (Bortone et al. 2014), might play a role
in this process. Thus, while the effect of sensory manipulation in
early development is evident in thalamorecipient neurons, key
regulators of this plasticity might reside in subgranular layers or
the cortical subplate (Kanold and Shatz 2006).

NCs decrease over development in both layers even though
intralaminar and interlaminar excitatory connectivity increased,
which would be expected to result in increased NCs. As
inhibitory connectivity also increases, these in vivo observations
suggest that the concomitant increases in both excitatory and
inhibitory connections do not necessarily lead to increased
pairwise activity correlations. Since our analysis cannot identify
which of the inputs are active together, it is likely that
increased balanced connectivity can lead to an increase in
noncoincident activity sources to individual neurons, which
can act to decorrelate their activity. However, a limitation of our
comparison is that our in vivo data are restricted to neurons
within a few hundred microns of each other. In contrast, our
LSPS method does not allow us to probe excitatory connections
at such close range due to the direct activation of GluRs on
the patched cell, but does allow us to measure inputs from up
to 1 mm away. Thus, we cannot exclude the possibility that
very local (<100 μm) excitatory connections decrease with age
and that cells at very large distances might show increased
correlations. Nevertheless, our data show that pairwise NCs
in L2/3 and L4 are highest at P9–11, which is consistent with
neighboring cells being highly connected either via chemical or
electrical synapses (Peinado et al. 1993; Levy and Reyes 2012; Li
et al. 2012; Ohtsuki et al. 2012; Ko et al. 2013).

Overall, we describe distinct changes in laminar connectivity
and organization of A1 during development and identify tran-
sient hyperconnectivity between subgranular layers (L5/6) and
supragranular layers (L2/3) during the critical period. Specifi-
cally, our results suggest that subgranular input to L4 and L2/3
might play an important role in plasticity during the critical
period.
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