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Abstract

MR Fingerprinting (MRF) is a relatively new imaging framework capable of providing accurate 

and simultaneous quantification of multiple tissue properties for improved tissue characterization 

and disease diagnosis. While 2D MRF has been widely available, extending the method to 3D 

MRF has been an actively pursued area of research as a 3D approach can provide a higher spatial 

resolution and better tissue characterization with an inherently higher signal-to-noise ratio. 

However, 3D MRF with a high spatial resolution requires lengthy acquisition times, especially for 

a large volume, making it impractical for most clinical applications. In this study, a high-resolution 

3D MR Fingerprinting technique, combining parallel imaging and deep learning, was developed 

for rapid and simultaneous quantification of T1 and T2 relaxation times. Parallel imaging was first 

applied along the partition-encoding direction to reduce the amount of acquired data. An advanced 

convolutional neural network was then integrated with the MRF framework to extract features 

from the MRF signal evolution for improved tissue characterization and accelerated mapping. A 

modified 3D-MRF sequence was also developed in the study to acquire data to train the deep 

learning model that can be directly applied to prospectively accelerate 3D MRF scans. Our results 

of quantitative T1 and T2 maps demonstrate that improved tissue characterization can be achieved 

using the proposed method as compared to prior methods. With the integration of parallel imaging 

and deep learning techniques, whole-brain (26 × 26 × 18 cm3) quantitative T1 and T2 mapping 

with 1-mm isotropic resolution were achieved in ~7 min. In addition, a ~7-fold improvement in 

processing time to extract tissue properties was also accomplished with the deep learning approach 

as compared to the standard template matching method. All of these improvements make high-

resolution whole-brain quantitative MR imaging feasible for clinical applications.
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1. Introduction

MR Fingerprinting (MRF) is a relatively new imaging framework for MR acquisition, 

reconstruction, and analysis, which can provide rapid, efficient and simultaneous 

quantification of multiple tissue properties from a single acquisition (Ma et al., 2013). 

Compared to conventional MR imaging approaches, MRF uses pseudorandomized 

acquisition parameters (such as flip angles and repetition times) to generate unique signal 

signatures for different tissue types and retrieve quantitative tissue parameters using a 

template matching algorithm. Since its introduction in 2013, this technique has been 

successfully applied for quantitative imaging of multiple human organs including the brain, 

abdominal organs, heart, and breast (Badve et al., 2017; Chen et al., 2016, 2019b; Hamilton 

et al., 2017; Yu et al., 2017). The quantitative tissue properties obtained using MRF, such as 

T1 and T2 relaxation times, have been demonstrated to provide new insights into improved 

tissue characterization and disease diagnosis (Badve et al., 2017; Ma et al., 2019). 

Specifically for brain imaging, MRF has been applied for longitudinal characterization of 

brain development in early childhood, differentiation of brain tumor types, and improved 

detection and diagnosis of epileptic lesions (Badve et al., 2017; Chen et al., 2019a; 

Körzdörfer et al., 2019; Liao et al., 2018; Ma et al., 2019).

While previous studies have paved the way for clinical applications of MRF, to broadly 

adapt MRF into clinical examinations, MRF must meet several prerequisites, including 

whole-organ coverage, a sufficiently high resolution and a reasonable data acquisition time. 

To this end, significant efforts have been made to extend the original 2D MRF approaches to 

3D imaging (Chen et al., 2019b; Liao et al., 2017; Ma et al., 2018). The extension to 3D 

MRF can potentially provide a higher spatial resolution and better tissue characterization 

with an inherently higher signal-to-noise ratio, which is favorable for pediatric neuroimaging 

and clinical diagnosis of small lesions in the brain. For 2D MRF acquisitions, thousands of 

MRF time frames are typically acquired for tissue characterization and each time frame/

image is acquired with only one spiral interleaf, which is highly undersampled (Jiang et al., 

2015; Ma et al., 2013). To maintain the high scan efficiency in 3D MRF, only one spiral arm 

is acquired for each partition in a 3D image and the same spiral arm is acquired along the 

partition direction within the volume (Ma et al., 2018). While MRF has demonstrated high 

efficiency compared to conventional quantitative imaging approaches, 3D MRF with a high 

spatial resolution still requires lengthy acquisition times, especially for whole-brain 

coverage, making it impractical for clinical applications. Therefore, multiple algorithms 

have been developed for accelerated 3D MRF acquisitions (see supplemental materials) 

(Liao et al., 2017; Ma et al., 2018). Since MRF is already highly undersampled in-plane with 

only one spiral readout, current approaches to accelerate 3D MRF have been focused on 1) 

acceleration along the partition direction and 2) reduction of MRF time frames for tissue 

characterization (Liao et al., 2017; Ma et al., 2018). One recent study utilized an interleaved 

sampling pattern along the partition-encoding direction to uniformly undersample the MRF 
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dataset. With a reduction factor of 3, whole-brain coverage (~14 cm volume) was achieved 

with a spatial resolution of 1.2 × 1.2 × 3 mm3 in less than 5 min (Ma et al., 2018). Cartesian 

GRAPPA combined with sliding window reconstruction has also been developed to 

reconstruct uniformly undersampled 3D MRF datasets. Liao et al. demonstrated an 

improved accuracy as compared to the aforementioned interleaved sampling approach and a 

whole-brain scan (~19 cm volume) with a spatial resolution of 1.2 × 1.2 × 2 mm3 was 

achieved in ~3.5min (Liao et al., 2017). Acceleration of 3D MRF with higher spatial 

resolutions (1 mm3 or better) poses more technical challenges due to reduced SNR and has 

not been extensively explored and validated.

One important feature of MRF compared to most other quantitative MRI methods is the 

utilization of template matching for tissue characterization (Ma et al., 2013). However, this 

approach is relatively slow and requires a large amount of memory to store both the image 

dataset and the MRF dictionary (McGivney et al., 2014). More importantly, it relies on a 

comparison of global appearances of signal evolution from each pixel and hence does not 

take full advantage of the useful information acquired in MRF. Consequently, more than 

1000 time points are typically required for accurate tissue characterization using template 

matching, which prolongs the MRF acquisition (Pierre et al., 2016). Advanced post-

processing methods, capable of extracting valuable information in local regions of each 

signal evolution and measuring from neighboring pixels, can largely improve the 

performance of MRF in post-processing and therefore, reduce scan time.

Deep learning is an ideal solution for information retrieval from MRF measurements. Recent 

developments in machine learning have indicated that it is possible to accelerate 2D MRF 

acquisition using deep learning neural networks (Cohen et al., 2018; Fang et al., 2019; 

Hoppe et al., 2018, 2017). For example, Cohen et al. have developed a 4-layer neural 

network to extract tissue properties from a fully-sampled MRF dataset and the results 

demonstrated a 300–5000 fold improvement in processing speed (Cohen et al., 2018). 

Hoppe et al. have developed a convolutional neural network to exploit the correlation in the 

temporal domain and their results demonstrated that accurate tissue mapping can be 

achieved from MRF images with undersampled aliasing artifacts (Hoppe et al., 2018, 2017). 

To further utilize correlated information in the spatial domain, Fang et al. proposed a deep 

learning model with two modules, a feature extraction module and a spatially-constrained 

quantification module to improve the performance of tissue characterization. Instead of 

relying on information from a single pixel, a patch of 64 × 64 pixels was used as an input for 

the convolutional neural network (CNN) training and experimental results with a highly 

undersampled dataset demonstrated that accurate T1 and T2 quantification can be achieved 

with an up to 8-fold acceleration in the scan time (Fang et al., 2019). This suggests that more 

advanced features from MRF measurements can be extracted using the CNN network. 

Currently, these methods are applied with 2D MRF approaches and their utility for 3D MRF 

remains to be investigated. Compared to 2D MRF, the application of deep learning for 3D 

MRF faces more technical challenges to acquire the training dataset for the CNN model. The 

appropriate training dataset needs to provide 1) CNN model input, containing MRF signal 

evolutions with a reduced number of time frames, which mimic the real accelerated scans, 

and 2) ground-truth tissue property maps with decent image quality and no relative motion 

in regard to the input MRF signal. While retrospectively data undersampling can be used to 
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achieve this goal for 2D MRF (Fang et al., 2019), this approach is not generally applicable 

for 3D MRF acquisitions.

This study aimed to combine state-of-the-art parallel imaging and deep learning techniques 

to develop a rapid 3D MRF method capable of achieving 1-mm isotropic resolution and 

whole brain coverage within a clinically feasible time window. A new 3D MRF sequence 

specifically designed to acquire the training dataset for 3D acquisitions was developed. Our 

results demonstrate that the trained CNN model can be applied to acquire high-resolution T1 

and T2 maps from prospectively accelerated 3D MRF acquisitions.

2. Materials and methods

2.1. 3D MRF for brain imaging

All MRI experiments in this study were performed on a Siemens 3T Prisma scanner with a 

32-channel head coil. A 3D MRF sequence based on the steady-state free precession (SSFP) 

readout was used for volumetric brain MRF with 1-mm isotropic resolution (Chen et al., 

2019b). Compared to the original 2D MRF method, a linear slice-encoding gradient was 

applied for volumetric encoding and the 3D MRF dataset was acquired sequentially through 

partitions. The data acquisition for each partition was performed with pseudorandomized 

flip angles and a highly-undersampled spiral readout, which is similar to the standard 2D 

MRF (Fig. 1a). The same acquisition parameters, such as the flip angle pattern and in-plane 

spiral readouts, were repeated for each partition in the 3D sampling scan and a constant 

waiting time of 2 s was applied between partitions for longitudinal recovery (Fig. 1b). Other 

imaging parameters included: FOV, 25 cm; matrix size, 256; TR, 9.1 ms; TE, 1.3 ms; flip 

angle range, [5°, 12°]. A total of 768 time frames were acquired to generate MRF signal 

evolution and the acquisition time including the 2-sec waiting time was ~17 s per partition.

Similar to the standard MRF method, the acquired MRF signal evolution from each voxel 

was matched to a pre-defined MRF dictionary to extract quantitative T1 and T2 relaxation 

times (Ma et al., 2013). The MRF dictionary was generated using Bloch equation 

simulations with the actual acquisition parameters. A total of ~23,000 entries are contained 

in the MRF dictionary, which covers a wide range of T1 (60–5000 ms) and T2 (10–500 ms) 

values. The step sizes of T1 in the dictionary were 10 ms between 60 and 2000 ms, 20 ms 

between 2000 and 3000 ms, 50 ms between 3000 and 3500 ms, and 500 ms between 4000 

and 5000 ms. The step sizes of T2 were 2 ms between 10 and 100 ms, 5 ms between 100 and 

200 ms, and 10 ms between 200 and 500 ms.

2.2. Acceleration of 3D MRF with parallel imaging

In this study, parallel imaging along the partition-encoding direction was applied to 

accelerate the 3D MRF acquisition. An interleaved sampling pattern introduced by (Ma et 

al., 2018) was used to undersample data in the partition direction. Parallel imaging 

reconstruction, similar to the through-time spiral GRAPPA technique, was applied to 

reconstruct the missing k-space points with a 3 × 2 GRAPPA kernel along the spiral readout 

× partition-encoding direction (Fig. 2). The calibration data for the GRAPPA weight were 

obtained from the center k-space in the partition direction and integrated into the final image 
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reconstruction for preserved tissue contrast. One challenge for parallel imaging 

reconstruction with non-Cartesian trajectories, such as the spiral readout used in MRF 

acquisition, was to obtain sufficient repetition of the GRAPPA kernels for robust estimation 

of GRAPPA weights. Similar to the approach for the spiral GRAPPA technique (Chen et al., 

2015; Seiberlich et al., 2011), eight GRAPPA kernels with a similar shape and orientation 

along the spiral readout direction were used in this study to increase the number of kernel 

repetitions. After GRAPPA reconstruction, each MRF time point/volume still had one spiral 

arm in-plane, but all missing spiral arms along the partition direction were filled as 

illustrated in Fig. 2.

2.3. Convolutional neural network

Aside from acceleration using parallel imaging, we further leveraged the deep learning 

method to reduce acquisition time by extracting features in the acquired MRF dataset that 

are needed for accurate tissue characterization. To describe the workflow of the 3D MRF, we 

will first briefly review how deep learning has been integrated into a 2D MRF framework. 

As introduced by Fang et al. (2019), the ground truth tissue property maps (T1 and T2) were 

obtained using the template matching algorithm from a MRF dataset consisting of N time 

frames (Fig. 1a). One way to accelerate MRF with deep learning is to achieve a similar 

tissue map quality with only the first M time points (M < N). To train the CNN model, the 

MRF signal evolution from M time points was used as the input of the CNN network and the 

desired output was set as the ground truth tissue maps obtained from all N points. To ensure 

data consistency and minimize the potential motion between the network input and output, 

the input data of M points was generally obtained from retrospective undersampling of the 

reference data with all N points. For 2D measurements, given a certain delay time (5–10 s) 

generally exists between scans for system adjustments and other purposes, it is reasonable to 

assume that brain tissues reach a fully longitudinally recovered state and each acquisition 

starts from a longitudinal magnetization (Mz) of 1. Therefore, the retrospectively 

undersampled MRF data and the data from prospectively accelerated cases should have the 

same signal evolution for the same tissues, independent of the spin history from the previous 

scan. The CNN parameters determined in this manner can be directly applied to extract 

tissue properties from the prospectively acquired dataset.

While a similar method as outlined above for 2D can potentially be applied to reduce data 

sampling and accelerate 3D MRF, important modifications are required due to the additional 

partition encoding. For a 3D MRF acquisition, a short waiting time (2 s in this study) was 

applied between partitions (Fig. 1), which is insufficient for most brain tissues to achieve full 

recovery of longitudinal magnetization. As a result, the magnetization at the beginning of 

each partition acquisition depends on the settings used in acquiring the previous partition, 

including the number of MRF time frames. Under this circumstance, the retrospectively 

shortened signal evolution with M time points (from a total of N time points) does not agree 

with the signal from prospectively accelerated scans (see Fig. S1). Consequently, the CNN 

model trained using the aforementioned 2D approach is not applicable for the prospectively 

accelerated data. In order to train a CNN model for prospectively accelerated 3D MRF data, 

a new 3D MRF sequence was developed in this study.
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The new pulse sequence had a similar sequence structure as the standard 3D MRF with the 

exception that an extra section was inserted to mimic the condition of the prospectively 

accelerated MRF acquisition (Fig. 1c). This additional section consisted of a pulse sequence 

section for data sampling of the first M time points followed by a 2-sec waiting time. The 

purpose of this additional section was to ensure the same magnetization history as that in a 

real accelerated case so that the first M time points acquired in the second section (the whole 

section contains N time points) matched with the data in the actual accelerated scan (Fig. 

S1). With this modification, the MRF data obtained in the second section of the new 

sequence can 1) provide reference T1 and T2 maps as the ground truth for CNN training 

using all N time points and 2) generate retrospectively shortened MRF data (with the first M 
time points) as the input for training. Since the purpose of the additional section was to 

create a magnetization history, no data acquisition was needed for this section. Here, we 

named the new 3D MRF sequence for deep learning as 3DMRF-DL and the standard 

sequence without the additional section as 3DMRF-S.

Before the application of the developed 3DMRF-DL method for in vivo measurements, 

phantom experiments were performed using a phantom with MnCl2 doped water to evaluate 

its quantitative accuracy. T1 and T2 values obtained using 3DMRF-DL were compared to 

those obtained with the reference methods using single-echo spin-echo sequences and the 

3DMRF-S method. Both the 3DMRF-DL and 3DMRF-S methods were conducted with 1-

mm isotropic resolution and 48 partitions. The reference method with spin-echo sequences 

was acquired from a single slice with a FOV of 25 cm and a matrix size of 128.

To use the 3DMRF-DL method to establish CNN for prospectively accelerated 3D MRF 

scans, the optimal number of time points (M) needs to be determined. A testing dataset from 

five normal subjects (M:F, 2:3; mean age, 35 ± 10 years) using the 3DMRF-S method was 

acquired for this purpose. Informed consent was obtained from all the subjects before the 

experiments. The 3DMRF-S scan was performed with 1-mm resolution covering 96 

partitions and 768 time points. Reference T1 and T2 maps were obtained with the template 

matching method and used as the ground truth for the CNN network. To identify the optimal 

number of time frames, the CNN model was trained with various M values (96, 144, 192 and 

288) using retrospective undersampling. Since the determination of optimal time frame is 

also coupled with the settings of parallel imaging, the extracted input data was also 

retrospectively undersampled along the partition direction with reduction factors of 2 or 3 

and then reconstructed with parallel imaging. MRF data containing nearly 400 input datasets 

from four subjects (96 partitions for each subject) was used for network training and the data 

from the remaining subject was used for validation. The validation dataset was applied to 

evaluate the performance of the model after the network training was completed. This 

information was not utilized to fine-tune the model during the training process. T1 and T2 

maps obtained from various time points and reduction factors were compared to the ground 

truth maps and normalized root-mean-square-error (NRMSE) values were calculated to 

evaluate the performance and identify the optimal time point for the 3DMRF-DL method. A 

leave-one-subject-out cross validation was performed across all five subjects. One thing to 

note is that the CNN model training in this step cannot be applied to prospective accelerated 

data as discussed previously.
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Similar to the approach proposed by Fang et al. (2019), a CNN model with two major 

modules, a feature extraction module and a U-Net module, was used in the current study 

(Fig. 3). To train the CNN, image patches of size 64 × 64 were extracted from the MRF 

dataset with a stride of 32 and used as the training samples. The loss function for training 

was defined as the relative difference between estimated tissue property value ( θ  ) and the 

ground truth value (θ), i.e., Loss = Eθ, θ | (θ − θ)/θ| . The CNN parameters were initialized 

from a Gaussian distribution with zero mean and standard deviation of 0.02. Adam optimizer 

was used with a batch size of 32 and an initial learning rate of 0.0002. The CNN was trained 

for a total of 400 epochs, with the learning rate remained unchanged for the first 200 epochs 

and linearly decayed to zero in the next 200 epochs. The algorithm was implemented in 

Python using the PyTorch library and the whole training took around three days using an 

NVIDIA GeForce GTX TITAN XP GPU.

2.4. In vivo experiments with 3DMRF-DL

After the determination of the optimal number of time points (M) for the accelerated scans, 

in vivo experiments were performed on a separate group of subjects including seven normal 

volunteers (M:F, 4:3; mean age, 36 ± 10 years) to evaluate the proposed method using 

parallel imaging and deep learning. For each subject, two separate scans were performed. 

The first scan was acquired using the 3DMRF-DL sequence with 144 slices. A total of 768 

time points was acquired and no data undersampling was applied along the partition 

direction. For the second scan, the 3DMRF-S sequence was used with prospective data 

undersampling, which includes sampling with a reduced number of time points (M) and 

acceleration along the partition direction. Whole brain coverage (160–176 sagittal slices) 

was achieved for all subjects. CNN model was then trained using the same approach 

outlined above using the data acquired with the 3DMRF-DL sequence. This trained model 

can be directly applied to extract T1 and T2 maps from the second prospectively accelerated 

scan using the 3DMRF-S sequence. A leave-one-subject-out cross-validation was used to 

obtain T1 and T2 values from all seven subjects, namely no data from the same subject was 

used for the training and validation simultaneously.

After tissue quantification using CNN, brain segmentation was further performed on both 

datasets to enable comparison of T1 and T2 values obtained from the two separate scans. 

Specifically, T1-weighted MPRAGE images were first synthesized based on the quantitative 

tissue maps (Deichmann et al., 2000). These MPRAGE images were used as the input and 

subsequent brain segmentation was performed using the Freesurfer software (Fischl et al., 

2002). Based on the segmentation results, mean T1 and T2 values from multiple brain 

regions, including white matter, cortical gray matter and subcortical gray matter, were 

extracted from each subject and the results were compared between the two MRF scans.

The T1 and T2 quantification with the proposed method was further validated with standard 

relaxometry methods. The prospectively undersampling 3DMRF-S method with 192 time 

points was acquired on one subject and T1 and T2 maps with whole-brain coverage were 

extracted using the CNN network. A standard 2D inversion-recovery sequence with eight 

inversion times (240, 480, 720, 1000, 1500, 2000, 2500, and 3000 ms) was applied to obtain 

the T1 maps from the same subject. The T2 values were obtained using a standard 2D single-
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echo spin-echo sequence with six TE values (10, 30, 50, 100, 150 and 200 ms). For the 

standard methods, the in-plane resolution was 1 mm (FOV, 25 cm; matrix size, 256) and 

slice thickness was 5 mm.

3. Results

The 3DMRF-S sequence (Fig. 1b) was first applied to identify the optimal number of MRF 

time points and parallel imaging settings along the partition direction. MRF measurements 

from five subjects were retrospectively undersampled and reconstructed using parallel 

imaging and deep learning modeling. The results were further compared to those obtained 

using template matching alone or template matching after GRAPPA reconstruction. Fig. 4 

shows representative results obtained from 192 time frames with an acceleration factor of 2 

in the partition-encoding direction. With 1-mm isotropic resolution, significant residual 

artifacts were noticed in both T1 and T2 maps processed with the template matching alone. 

With the GRAPPA reconstruction, most of the artifacts in T1 maps were eliminated, but 

some residual artifacts were still noticeable in T2 maps. Comparing the two approaches, the 

quantitative maps obtained with the proposed method with both GRAPPA reconstruction 

and deep learning modeling presented a similar quality to the reference maps. The lowest 

NRMSE values were obtained with the proposed method among all three methods. These 

findings are consistent for all other numbers of time points tested, ranging from 96 (12.5% 

of the total number of points acquired) to 288 (37.5%) as shown in Fig. 5.

Fig. 6 shows representative T1 and T2 maps obtained using the 3DMRF-S method and 

different numbers of time points. With an acceleration factor of 2 along the partition 

encoding direction, high quality quantitative maps with 1-mm isotropic resolution were 

obtained for all cases. When the number of time points increased, NRMSE values decreased 

for both T1 and T2 maps. However, this improvement in tissue quantification was achieved 

at a cost of more sampling data and thus longer acquisition times. With the current design of 

the 3DMRF-S sequence (R = 2), the sampling time for 150 slices (15-cm coverage) was 

increased from 4.1 min to 8.2 min when the number of time frames increased from 96 to 

288. Compared to the case with a reduction factor of 2, some residual aliasing artifacts were 

noted in the quantitative maps obtained with a reduction factor of 3 (Fig. 6). A leave-one-

subject-out cross validation was performed for this experiment and consistent findings were 

achieved across all five tested subjects. In order to balance the image quality and scan time, 

a reduction factor of 2 with 192 time points was selected as the optimal setting for in vivo 

testing using the 3DMRF-DL approach.

Before the application of the 3DMRF-DL sequence for in vivo measurements, its accuracy 

in T1 and T2 quantification was first evaluated using phantom experiments and the results 

are shown in Fig. 7. A total of 768 time points were acquired for both the 3DMRF-DL and 

3DMRF-S sequences. For the 3DMRF-DL method, the first section contains 192 time points 

as determined in previous experiments. The T1 and T2 values obtained using the 3DMRF-

DL method were consistent with the reference values for a wide range of T1 [400–1300 ms] 

and T2 [30 and 130 ms] values. The average percent errors over all seven vials in the 

phantom were 1.7 ± 2.2% and 1.3 ± 2.9% for T1 and T2, respectively. The quality of the 

quantitative maps also matches the results acquired using the 3DMRF-S sequence. The 
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NRMSE value was 0.062 for T1 and 0.046 for T2 between the results from the two 3D MRF 

approaches.

Based on the optimal time points (M, 192 points) and undersampling patterns (R = 2), the 

3DMRF-DL method was used to establish a CNN network for prospectively accelerated 3D 

MRF data. The experiments were performed on seven subjects. Two MRF scans were 

acquired for each subject, including one with all 768 time points using the 3DMRF-DL 

sequence and the other with only 192 points and prospectively accelerated 3DMRF-S 

sequence. With the latter approach, about 160–176 slices were acquired for each subject to 

achieve whole-brain coverage and the acquisition time varied between 6.5 min and 7.1 min. 

Leave-one-subject-out cross validation was performed to extract quantitative T1 and T2 

values for all subjects and the quantitative maps from both scans were calculated. 

Representative T1 and T2 maps obtained from the prospectively accelerated scan (3DMRF-

S) are presented in Fig. 8. Some residual artifacts were noted in the images acquired with the 

GRAPPA + template matching approach but were minimized using the proposed method - 

combining GRAPPA with deep learning. The quantitative maps obtained from a similar slice 

location using the 3DMRF-DL method (served as the reference maps with all 768 time 

points) were also plotted for comparison (left column in Fig. 8). While subjects could have 

moved between the two separate scans, a good agreement was found between both brain 

anatomy and image quality.

Representative T1 and T2 maps obtained using the accelerated scans from three different 

views are shown in Fig. 9. The results further demonstrate that high-quality 3D MRF with 1-

mm resolution and whole-brain coverage can be achieved with the proposed approach in 

about 7 min. In addition, the time to extract tissue properties was also largely reduced to 2.5 

s/slice using the CNN method, which represents a 7-fold of improvement compared to the 

template matching method (~18 s/slice). While all processing times were calculated based 

on computations performed on a CPU, further acceleration in processing time can be 

achieved with direct implementation on a GPU card (0.02 s/slice).

Representative segmentation results based on the MRF measurements are presented in Fig. 

10. The quantitative T1 and T2 maps obtained using both the 3DMRF-DL sequence and the 

prospectively accelerated 3DMRF sequence are plotted, along with the synthetic T1-

weighted MPRAGE images and brain segmentation results. Different brain regions, such as 

white matter, gray matter, and the thalamus, are illustrated with different colors in the maps 

and the segmentation results matched well between the two MRF scans. Based on the brain 

segmentation results, quantitative T1 and T2 values from multiple brain regions are 

summarized in Table 1. Compared to the reference values obtained using the 3DMRF-DL 

sequence with 768 time points, accurate tissue parameter quantification was achieved with 

the proposed rapid 3D MRF method and the mean percentage error was 1.0 ± 0.7% and 1.9 

± 0.7% for T1 and T2, respectively.

We further compared the T1 and T2 quantification obtained using the proposed method and 

the standard relaxometry methods. Two representative slices are shown in Fig. 11. 

Quantitative T1 and T2 values were also extracted through a region-of-interest (ROI) 

analysis and the results are presented in Table 2. Despite the difference in slice thickness 
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between the methods (1 mm vs. 5 mm), the quantitative T1 and T2 results are generally in a 

good agreement in most of the brain regions.

4. Discussion

In this study, a rapid 3D MRF method with a spatial resolution of 1 mm3 was developed, 

which could provide whole-brain (18-cm volume) quantitative T1 and T2 maps in ~7 min. 

This is comparable or even shorter to the acquisition time of conventional T1-weighted and 

T2-weighted images with a similar spatial resolution. By leveraging both parallel imaging 

and deep learning techniques, the proposed method demonstrates improved performance as 

compared to the previously published methods (Ma et al., 2018). In addition, the processing 

time to extract T1 and T2 values was accelerated by more than 7 times with the deep learning 

approach as compared to the standard template matching method.

Two advanced techniques, parallel imaging and deep learning, were combined to accelerate 

high-resolution 3D MRF acquisitions with whole brain coverage. The 3D MRF sequence 

employed in this study was already highly accelerated for in-plane encoding with only one 

spiral arm acquired (R = 48). Therefore, more attention was paid to apply parallel imaging 

along the partition-encoding direction to further shorten the scan time. In addition, CNN has 

been shown capable of extracting features from complex MRF signals in both spatial and 

temporal domains that are needed for accurate quantification of tissue properties. This has 

been well demonstrated in the previous 2D MRF studies (Fang et al., 2019). With 3D 

acquisitions, spatial constraints from all three dimensions were utilized for tissue 

characterization. The integration of advanced parallel imaging and convolutional neural 

networks leads to 1) drastically reduced the amount of data needed for high-resolution MRF 

images and 2) extract more advanced features, achieving improved tissue characterization 

and accelerated T1 and T2 mapping using MRF. In addition to shortening MRF acquisitions 

in the temporal domain, the deep learning method also helps to eliminate some residual 

artifacts in T2 maps after the GRAPPA reconstruction. This is consistent with recent findings 

that deep learning methods can be applied to reconstruct undersampled MR images and 

provide comparable results to conventional parallel imaging and compressed sensing 

techniques (Akçakaya et al., 2018; Eo et al., 2018; Hammernik et al., 2018; Quan et al., 

2018; Schlemper et al., 2018).

Parallel imaging along partition direction was applied to accelerate 3D MRF acquisition 

with 1-mm isotropic resolution. Our results and others have shown that with such a high 

spatial resolution, the interleaved undersampling pattern with template matching does not 

resolve the aliasing artifacts in 3D imaging (Liao et al., 2017). By leveraging the sliding 

window reconstruction approach, previous studies have applied the Cartesian GRAPPA to 

reconstruct a 3D MRF dataset and a reduction factor of 3 was explored with the same spatial 

resolution (Liao et al., 2017). In the current study, advanced parallel imaging methods 

similar to the spiral GRAPPA was used. To compute GRAPPA weights, the calibration data 

was acquired from the central partitions and integrated into the image reconstruction to 

preserve tissue contrast. This approach does not rely on the sliding window method, which 

could potentially reduce the MRF sensitivity along the temporal domain (Liao et al., 2017). 

With the proposed approach, high-quality quantitative T1 and T2 maps were obtained with a 
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reduction factor of 2 and some artifacts were found with a higher reduction factor of 3. The 

difference at the higher reduction factor, as compared to findings in the previous study (Liao 

et al., 2017), is likely due to different strategies to accelerate data acquisition. Specifically, 

only 192 time points were acquired to form MRF signal evolution in this study, while ~420 

points were used in the previous study (Liao et al., 2017). More time points can be utilized 

to mitigate aliasing artifacts in the final quantitative maps, but at a cost of a longer sampling 

time for each partition and thus total acquisition time.

A modified 3DMRF-DL sequence was developed to acquire the necessary dataset to train 

the CNN model that can be applied to prospectively accelerated 3D MRF data. With the 

3DMRF-S sequence, a short waiting time (typically 2–3 s) was applied between the 

acquisitions of different partitions for longitudinal relaxation. Due to the incomplete T1 

relaxation with this short waiting time, the retrospectively shortened dataset acquired with 

this sequence does not match with the prospectively acquired accelerated data even with the 

same number of time points. One potential method to mitigate this problem is to acquire two 

separate scans, one accelerated scan with reduced time points and the other with all N points 

to extract ground truth maps. However, considering the long scan time to obtain the ground 

truth maps, this approach will be sensitive to subject motion between scans. Even for a small 

motion, the corresponding tissue property maps could potentially lead to an incorrect 

estimation of parameters in the CNN model. Image registration can be applied to correct 

motions between scans, but variations could be introduced during the registration process. 

The proposed 3DMRF-DL method provides an alternative solution for this issue and 

generates the necessary data without the concern of relative motion in the CNN training 

dataset. While extra scan time is needed with an additional pulse sequence section, the total 

acquisition is the identical to acquire two separate scans to solve this issue.

In the proposed 3DMRF-DL sequence, a preparation module containing the pulse sequence 

section for the first M time points was added before the actual data acquisition section. One 

potential concern with this approach is whether one preparation module will be sufficient to 

generate the same spin history as the prospectively accelerated scans. Previous studies have 

shown that when computing the dictionary for 3D MRF, a simulation with one such 

preparation module is sufficient to reach the magnetization state for calculation of the MRF 

signal evolution in actual acquisitions (Liao et al., 2017). Our simulation (Fig. S1) confirms 

that the signal evolution obtained from the proposed 3DMRF-DL method matched well with 

the prospectively accelerated 3DMRF-S method. All of these findings suggest that the one 

preparation module added in the 3DMRF-DL sequence is sufficient to generate the 

magnetization state as needed.

To implement the 3DMRF-DL method to acquire the training dataset, the number of time 

points (M), which is also the number of time points used in the prospectively accelerated 

scan, needs to be determined first. This can be achieved by acquiring multiple training 

datasets with different M values and comparing the quantitative results in between. However, 

the data acquisition process for this approach is time-consuming and the comparison is also 

sensitive to the quality of different training datasets. Alternatively, this optimal M value can 

be identified using the 3DMRF-S method as performed in this study. While small variation 

exists in MRF signal acquired with this approach as compared to the 3DMRF-DL method, 
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the difference is relatively small in terms of MRF signal evolution and magnitude 

(supplemental materials). Therefore, it is reasonable to use the 3DMRF-S method to 

estimate the optimal M value. Only one training dataset is needed and retrospective data 

shortening can be performed to compare the results from different time points.

Subject motion in clinical imaging presents one of the major challenges for high-resolution 

MR imaging. Compared to the standard MR imaging with Cartesian sampling, MRF utilizes 

a non-Cartesian spiral trajectory for in-plane encoding, which is known to yield better 

performance in the presence of motion (Ma et al., 2013). The template matching algorithm 

used to extract quantitative tissue properties also provides a unique opportunity to reduce 

motion artifacts. As demonstrated in the original 2D MRF paper (Ma et al., 2013), the 

motion-corrupted time frames behaved like noise during the template matching process and 

accurate quantification was obtained in spite of subject motion. However, the performance of 

3D MRF in the presence of motion has not been fully explored. A recent study showed that 

3D MRF with linear encoding along partition-encoding direction is also sensitive to motion 

artifacts (Cao et al., 2019), and the degradation in T1 and T2 maps is likely dependent on the 

magnitude and timing of the motion during the 3D scans (Mehta et al., 2018). The 3D MRF 

approach introduced in this study will help to reduce motion artifacts with the accelerated 

scans. The lengthy acquisition of the training dataset acquired in this study is more sensitive 

to subject motion. While no evident artifacts were noticed with all subjects scanned in this 

study, further improvement in motion robustness is needed for 3D MRF acquisitions.

Another factor that could influence the accuracy of MRF quantification is the selection of T1 

and T2 step sizes in the dictionary. Since not every possible combination of T1 and T2 values 

are included in the dictionary, this may affect the values in the ground truth maps and 

therefore the values derived with the CNN method. Future studies will be performed to 

evaluate the effect of step sizes on the accuracy of tissue quantification using the proposed 

method.

There are some limitations in our study. First, the network structure and training parameters 

for the deep learning approach were largely adopted from the previous 2D MRF study (Fang 

et al., 2019). While a similar MRF acquisition method was used, differences in spatial 

resolution, SNR, and the number of time points could potentially introduce differences in the 

optimized CNN setting. Moreover, in considering the memory size in the GPU card, MRF 

data from three contiguous slices were used as the input in this study. Input dataset with 

different number of slices or a true 3D CNN network could influence the network 

performance and future studies will be performed to optimize the CNN model specifically 

for 3D MRF acquisitions. In addition, some acquisition parameters, such as the 2-sec 

waiting time between partitions, were also adopted from previous studies (Liao et al., 2017; 

Ma et al., 2018) and these can be further optimized in future studies. Second, all experiments 

and development were performed on normal subjects and its application for patients with 

various pathologies needs to be evaluated. Finally, the current study focused on 

quantification of tissue T1 and T2 values while MRF has been applied for quantification of 

many other tissue contrasts including T2*, diffusion, perfusion, and magnetic transfer (Heo 

et al., 2019; Wang et al., 2018; Wright et al., 2018). Longer acquisition times are required to 
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extract more tissue properties with MRF and the application of the proposed method to 

accelerate these acquisitions will be explored in the future.

In conclusion, a high-resolution 3D MR Fingerprinting technique, combining parallel 

imaging and deep learning, was developed for rapid and simultaneous quantification of T1 

and T2 relaxation times. Our results show that with the integration of parallel imaging and 

deep learning techniques, whole-brain quantitative T1 and T2 mapping with 1-mm isotropic 

resolution can be achieved in ~7 min, which is feasible for routine clinical practice.
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Fig. 1. 
Diagram of 3D MRF sequences. (a) Similar to the standard 2D MRF sequence, 

pseudorandom acquisition parameters, such as the flip angles (FA), were applied in the 3D 

MRF acquisition. (b) Standard 3D MRF sequence (3DMRF-S) with N time frames. A 2-sec 

waiting time was applied after data acquisition of each partition for partial longitudinal 

relaxation. (c) Modified 3D MRF sequence for acquiring training dataset for deep learning 

(3DMRF-DL). An extra section containing the pulse sequence for the first M time points 

was added at the beginning of the acquisition for each partition to simulate the spin history 

of the accelerated scan.
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Fig. 2. 
GRAPPA reconstruction along the partition-encoding direction. A 3 × 2 GRAPPA kernel 

was used to fill the missing k-space points. The GRAPPA weights were calibrated using the 

calibration data acquired from the central partitions. Since the kernel size and orientation 

vary along the spiral readout (Chen et al., 2015; Seiberlich et al., 2011), this reconstruction 

process was repeated for all the points along the spiral interleaves.
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Fig. 3. 
Schematic overview of the CNN model with two modules for tissue property mapping. The 

feature extraction module (FE) consists of four fully-connected layers (FNN), which is 

designed to mimic singular value decomposition to reduce the dimension of signal 

evolutions (McGivney et al., 2014). The U-Net structure was used for the spatially-

constrained quantification (SQ) module to capture spatial information from neighboring 

pixels for improved quantification of tissue properties. MRF images of 3 contiguous slices 

(red) were used as input, and the corresponding reference T1 and T2 maps from the central 

slice were used as output for the network.
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Fig. 4. 
Representative T1 and T2 maps obtained from retrospectively undersampled 3D MRF 

dataset acquired using the 3DMRF-S sequence. The results were obtained using the first 192 

time points with a reduction factor of 2 along the partition-encoding direction (R = 2). 

NRMSE values were calculated as compared to the reference maps. The mean and standard 

deviation values obtained from all the slices acquired from the subject are presented in the 

figure. Lower NRMSE values were observed for both T1 and T2 quantification with the 

proposed method as compared to the previous methods, such as the interleaved sampling 

method (Undersampled + Template matching) or parallel imaging method (GRAPPA + 

Template matching).
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Fig. 5. 
Comparison of NRMSE values for T1 and T2 quantification between three different post-

processing methods, including the interleaved sampling method (Undersampled + Template 

matching), parallel imaging method (GRAPPA + Template matching), and the proposed 

method (GRAPPA + Deep learning). The results were obtained from a retrospectively 

undersampled 3D MRF dataset acquired using the standard 3D MRF sequence (R = 2). The 

proposed method demonstrates better performance, especially with highly reduced data 

sampling. The error bar represents the standard deviation of NRMSE values obtained from 

the leave-one-subject-out cross validation.
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Fig. 6. 
Representative T1 and T2 maps obtained using the 3DMRF-S method and different MRF 

time frames ranging from 96 (12.5%) to 288 (37.5%). High-quality tissue quantitative maps 

with 1-mm isotropic resolution were obtained for all the cases. The corresponding 

acquisition time for each sampling pattern is also presented. One case with a reduction factor 

of 3 is shown (right-most column), and some residual artifacts were noticed with this case 

with a higher reduction factor. NRMSE values were calculate from all the slices acquired for 

this subject. The mean and standard deviation values are presented in the figure.
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Fig. 7. 
Phantom measurements. (a) Representative T1 and T2 maps obtained using the 3DMRF-S 

and 3DMRF-DL sequences as compared to the results from the reference scans. (b) 

Comparison of quantitative T1 and T2 values between the reference and the two 3D MRF 

methods.
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Fig. 8. 
Representative T1 and T2 maps obtained using the prospectively accelerated scans (3DMRF-

S) with R = 2 and 192 points. The results obtained using the 3DMRF-DL method with all 

768 time points from the same subject at a similar slice location are also shown as a 

comparison (left column). Improved map quality was achieved with the proposed method 

using GRAPPA and deep learning (right-most column) as compared to the previous method 

using GRAPPA and template matching (middle column).
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Fig. 9. 
Reformatted quantitative maps in axial, coronal and sagittal views from the prospectively 

accelerated scan (3DMRF-S; R = 2; 192 time points). The acquisition time for 176 slices 

was about 7 min.
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Fig. 10. 
Representative brain segmentation results from MRF measurements. Synthetic T1-weighted 

images were generated based on quantitative MRF measurements and used as the input for 

image segmentation using Freesurfer. Results from both the 3DMRF-DL method and 

prospectively accelerated scan (3DMRF-S) from the same subject at a similar slice location 

are presented. Quantitative T1 and T2 values from multiple brain regions were extracted 

from both scans based on the segmentation results.
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Fig. 11. 
Comparison of T1 and T2 maps obtained using the proposed 3D MRF and the standard 

relaxometry methods from the same subject. The results acquired at two different slices are 

presented. Three ROIs were drawn manually to extract quantitative T1 and T2 values from 

multiple brain tissues and the results are shown in Table 2.
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Table 2

Comparison of T1 and T2 relaxation times obtained between the proposed 3D MRF method and standard 

relaxometry methods.

T1 (ms) T2 (ms)

Standard MRF Standard MRF

ROI 1 883 ± 46 777 ± 27 51 ± 3 43 ± 1

ROI 2 1227 ± 82 1377 ± 75 62 ± 3 56 ± 3

ROI 3 844 ± 23 781 ± 41 54 ± 3 52 ± 2
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