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Abstract

Summary: Clinical sequencing aims to identify somatic mutations in cancer cells for accurate diagnosis and treat-
ment. However, most widely used clinical assays lack patient-matched control DNA and additional analysis is
needed to distinguish somatic and unfiltered germline variants. Such computational analyses require accurate as-
sessment of tumor cell content in individual specimens. Histological estimates often do not corroborate with results
from computational methods that are primarily designed for normal-tumor matched data and can be confounded
by genomic heterogeneity and presence of sub-clonal mutations. Allele-frequency-based imputation of tumor (All-
FIT) is an iterative weighted least square method to estimate specimen tumor purity based on the allele frequencies
of variants detected in high-depth, targeted, clinical sequencing data. Using simulated and clinical data, we demon-
strate All-FIT’s accuracy and improved performance against leading computational approaches, highlighting the im-

portance of interpreting purity estimates based on expected biology of tumors.
Availability and implementation: Freely available at http://software.khiabanian-lab.org.

Contact: h.khiabanian@rutgers.edu

Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

Clinical sequencing assays aim to identify somatic mutations in
cancer cells for accurate diagnosis and treatment of patients
through therapeutic targeting of driver alterations and tumor mu-
tational signatures (Garraway, 2013). Although in most scientific
settings, patient-matched tumor and germline DNA samples are
sequenced for this purpose, most implementations for clinical
sequencing lack control DNA data and often only tumor specimens
undergo genomic profiling (Frampton et al., 2013). Moreover, be-
cause of recent rulings on qualified coverage for genomic diagnos-
tic assays (United States Food and Drug Administration, 2017),
tumor-only sequencing is poised to become one of the most utilized
methods for genomic profiling of cancer patients in clinical
settings.

Most specimens that are collected in the clinic are formalin-
fixed, paraffin-embedded and contain a mixture of tumor cells as
well as surrounding non-tumor cells, which include stromal and
hematopoietic ~ populations. Hybrid-capture, high-depth

sequencing (i.e. >500x depth of coverage) permits identification
of genomic alterations with high statistical confidence in measur-
ing variant allele frequencies (VAFs), especially compared with
whole-genome  and  whole-exome  sequencing  methods
(Damodaran et al., 2015; Shaw and Maitra, 2019). Detected var-
iants in tested samples may arise from germline mutations present
in all cells, somatic alterations present in all cancer cells and som-
atic alterations present in a subset of cancer cells or occasionally in
a subpopulation of non-tumor cells (Severson et al., 2018). The
power to detect corresponding rare somatic clones depends on
sequencing depth and relative abundance of each cell population
that harbors them. In the absence of patient-matched control
DNA, the single nucleotide polymorphism database as well as var-
iants detected in healthy individuals within public or private
cohorts are often used to identify and remove germline variants
(Hiltemann et al., 2015). However, this approach fails to capture
rare germline alterations that are specific to each patient, leading
to possible misclassification of germline mutations as somatic.
Therefore, determining whether a detected mutation is germline or

©The Author(s) 2019. Published by Oxford University Press. All rights reserved. For permissions, please e-mail: journals.permissions@oup.com 2173


http://orcid.org/0000-0003-1446-4394
http://software.khiabanian-lab.org
https://academic.oup.com/bioinformatics/article-lookup/doi/10.1093/bioinformatics/btz865#supplementary-data
https://academic.oup.com/

2174

J.W.Loh et al.

truly somatic as well as resolving variant clonality and loss of het-
erozygosity (LOH), require additional analyses based on an accur-
ate estimation of specimen’s tumor content or purity. LOH events
are shown to be pertinent for assessing treatment efficacy (den
Brok et al., 2017; McGranahan et al., 2017; Pawlyn et al., 2018;
Sade-Feldman et al., 2017). Yet, without accurate estimates of pur-
ity, even the availability of patient-matched germline data may not
help resolve evidence of LOH in the tumor, which can occur by de-
letion of the wild-type copy or by duplication of the mutant allele
with the loss of the wild-type (copy-neutral LOH). Moreover, ac-
curate estimates of specimen purity help resolve genomic diversity
in both tumor and non-tumor cell populations, which adds to the
complexity of interpreting a tumor’s mutational landscape and
confounds distinguishing sub-clonal tumor alterations from those
in a subpopulation of non-tumor cells (Ptashkin ef al., 2018;
Riedlinger et al., 2019; Severson et al., 2018). In particular, char-
acterizing clonal mutations, which are present in all cancer cells
and are postulated as the best candidates for targeted treatment
versus mutations that are sub-clonal and are present only in a sub-
population of cells (Amirouchene-Angelozzi et al., 2017), is con-
tingent upon correct estimation of the tumor content in sequenced
specimen.

Histological approximations of tumor purity are not always
available or when they are, they do not provide the required confi-
dence for these analyses. For this reason, various computational
algorithms have been developed that utilize patient-matched germ-
line sequencing or process-matched normal control data to infer
tumor content of tumor specimens as well as genome-wide ploidy
within the tumors (Yadav and De, 2015). A few methods have been
developed to simultaneously estimate tumor purity and average
ploidy from somatic DNA aberrations; however, the mathematical
models used in some of the most utilized methods are optimized for
SNP array platforms (Carter et al., 2012; Van Loo et al., 2010).
Other approaches such as CNAnorm (Gusnanto et al., 2012) and
Control-FREEC (Boeva et al., 2012) assess copy-number and tumor
ploidy of a specimen by correcting its contamination with normal
cells, normalizing and scaling the data across tumor genomes.
Nevertheless, these approaches operate under the assumption that
most tumors are composed of a single clone, which causes the esti-
mates to be inaccurate for heterogenous tumors with multiple sub-
populations. Other algorithms such as Pyclone (Roth et al., 2014)
and EXPANDS (Andor et al., 2014) utilize tumor purity and based
on a clustering of somatic mutations with similar cellular preva-
lence, they predict clonal population size and mutations specific to
each subpopulation. Regardless of the strengths or weaknesses of
these methods, they are primarily designed for normal-tumor pairs,
and when applied to high-depth, tumor-only data from targeted gen-
omic regions, they produce results that are confounded by the lim-
ited scope of sequencing as well as genomic heterogeneity,
aneuploidy and presence of sub-clonal mutations in cancer cell pop-
ulations. Therefore, there is a need for strategies that take advantage
of the power of tumor-only clinical sequencing assays for high-
confidence measurements of VAF and focal copy-number variations
(CNVs). To this end, we developed All-FIT (Allele-Frequency-based
Imputation of Tumor Purity), a weighted least square method that
through iterative steps estimates specimen purity and its associated
confidence intervals (ClIs) using detected variants’ VAF and CNV.
We evaluate All-FIT’s performance using a comprehensive set of
simulated datasets and compare its results with those from
ABSOLUTE (Carter et al., 2012), the leading algorithm for estimat-
ing purity from VAF and CNV measurements in matched normal-
tumor data. Finally, we apply All-FIT to high-depth sequencing of
1861 specimens from patients with solid tumors and show that
histological estimates of purity often do not correspond to observed
VAF of detected variants, especially when their biological nature is
considered. Specifically, we demonstrate the concordance of our
estimates with expected biology of tumors by focusing on specimens
from a wide range of cancer types, highlighting the prevalence of
LOH that affect these commonly mutated tumor suppressors.

2 Materials and methods

2.1 AllI-FIT weighted least square approach of imputing

tumor purity

All-FIT considers all detected variants as its input and requires their
observed VAF (f), their total sequencing depth (d) and their loci’s
chromosomal copy-number or ploidy (Y). We assume the positions
of all mutations have chromosomal copy-number of 2 in normal
cells. Because the germline-versus-somatic status of the detected
variants is yet to be determined, we need to evaluate the likelihood of
Y somatic and Y germline mutational models with their corresponding
mutated allele’s copy-number ¢, (1<c,, <Y) for each variant. For a
given purity (p), we calculate cancer cell fraction (CCF) for somatic
mutations as the ratio of observed VAF and the expected VAF.
Although CCF for unfiltered germline heterozygous mutations is al-
ways equal to 1, CCF for LOH, copy-neutral LOH and amplification
events at the loci of germline mutations can be calculated and general-
ized as a function of p (Fig. 1). Intuitively, at correct estimate of p,
CCFs are equal to one for the variants’ likeliest mutational model.
Therefore, we postulate that if detected variants are clonal, the parsi-
monious estimate of tumor content is the value that optimizes

N N M 5
S_L{p) = 5 Wy(p ) (CCFy(p) — 1);

i

here, i and j count N variants and M mutational models, respectively,

and W is the Akaike Information Criterion (AIC) weight of
mutational model j for variant i, calculated based on binomially
distributed variant depths. To calculate W;;, we follow the approach
previously implemented in the LOHGIC algorithm (Khiabanian
et al., 2018), where AIC weights are based on binomial likelihoods
of observing a variant with a VAF of f and focal ploidy of Y at total
sequencing depth of d across 2Y possible mutational models.

Since most tumors are heterogeneous in nature and contain both
clonal and sub-clonal alterations, we need to evaluate variants’
clonality, which is not possible when p is unknown. Therefore, we
propose to first use all detected variants to obtain an estimate for
purity that can guide the identification and exclusion of unfiltered
germline heterozygous and sub-clonal somatic variants. Next, using
the remaining putatively clonal events, we optimize L to estimate p
and its CIs (Fig. 2a). All-FIT is implemented in Python 3 and is freely
available at http://software.khiabanian-lab.org, along with the
scripts to generate simulations.

2.2 Simulated data

To evaluate All-FIT’s performance, we generated 10 000 simulated
sets of variants for known values of p (range: 0.1-0.9), including a
mixture of clonal and sub-clonal mutations with varying ploidy
values (Dataset 1). The number of variants for each simulated set
ranged from 20 to 100 for which we considered equal probability to
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Fig. 1. Modeling mutational status and the number of mutated alleles for somatic
and germline mutations with their respective expected VAF and CCF. Adapted from
Khiabanian et al. (2018)
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Fig. 2. Schematic view of All-FIT’s implementation and the analyzed datasets. (a) All-FIT follows three steps for estimating p, first assuming all variants are clonal, then remov-
ing germline heterozygous variants, and finally excluding sub-clonal somatic variants. (b) Three simulated datasets are generated to test the effect of sequencing depth and
number of variants, the impacts of sub-clonal somatic variants as well as high-ploidy somatic variants. We also apply All-FIT to 1861 patient specimens, particularly 199
tumor specimens harboring hot-spot TP53 mutations and 73 colon cancer specimens harboring pathogenic APC mutations. (c) If only a group of variants with observed VAFs
of 0.35 exists in a specimen, these variants cannot be distinguished between three different somatic mutational models of heterozygous, under LOH, or under copy-neutral
LOH, without knowing specimen’s tumor content. If a second group of variants is detected with observed VAFs of 0.70, p = 0.70 can classify variants with observed VAFs of
0.35 and 0.70 as heterozygous and copy-neutral LOH somatic mutations, respectively. Detection of additional variants with VAFs of 0.50 and 0.85 improves confidence in

estimating purity

be under eight mutational possibilities for somatic and germline var-
iants that follow heterozygous, LOH, copy-neutral LOH and high-
ploidy models. These sets included at least one somatic heterozygous
mutation; at most 25% of somatic heterozygous mutations were
assigned to be sub-clonal. We randomly assigned to each variant a
sequencing depth, d (uniformly distributed between 300 and
1000x). Each variant’s VAF was randomly generated from a bino-
mial distribution using d as the number of trials and the expected
VAF of assigned mutational model as the success probability.

To assess the broad utility of All-FIT, we also generated two
other datasets with similar conditions. Dataset 2 was enriched with
sub-clonal mutations assumed to be somatic heterozygous variants
with ¢,,, = 1. To enrich simulated sets with sub-clonal mutations, we
increased the number of somatic heterozygous variants to at least
25% of total number of variants and required at most 67% of them
to be sub-clonal. Dataset 3 was enriched with high-ploidy mutations
(i.e. variants with 3 < Y < 8 and ¢,,, > 1), where we simulated ap-
proximately 100 sets for each percentage of high-ploidy mutations,
ranging from 0% (absence of high-ploidy variants) to 99% (almost
all variants in the sample are high-ploidy changes). Figure 2b pro-
vides a brief overview of the three types of simulated datasets used
in All-FIT, along with the two study cases from patient data
described in Supplementary Methods.

3 Results

Intuitively, All-FIT imputes p by choosing the value that classifies
most clonal variants into their respective most likely mutational
models. Therefore, it requires variants with various models to break
ambiguous inferences to estimate p with high statistical confidence
(i.e. small CI). For example, if we assume a ploidy of 2 in both nor-
mal and tumor cells for a variant with observed VAF of 0.35, the
variant can be considered as a somatic mutation that is heterozygous
when p = 0.70, under LOH when p = 0.52 or under copy-neutral

LOH when p = 0.35. If all variants in a simulated set have observed
allele frequencies of about 0.335, it will be impossible to infer a purity
estimate that distinguishes mutational models. If the dataset also
includes variants with observed VAF of 0.70, the ambiguity between
three possible purity estimates can be broken because at p = 0.70,
variants with observed VAF of 0.35 are classified as somatic hetero-
zygous mutations while variants with observed VAF of 0.70 are clas-
sified as somatic mutations with copy-neutral LOH (Fig. 2c).
Germline heterozygous variants with VAF of ~0.50 play minimal
role in breaking the ambiguity between different purity models, as
their CCF is always equal to one, while sub-clonal somatic variants
can confound this approach as by definition, their CCFs are never
equal to one. N

All-FIT provides graphical presentations of Zi L(p) for indi-
vidual variants (1 to N) and presents estimated p and its CI at each
step, demonstrating how All-FIT imputes p often with a higher cer-
tainty by removing germline heterozygous and sub-clonal somatic
variants. Using the estimated purity, All-FIT calculates the expected
VAF from the likeliest mutational model to which each variant
belongs, and based on an implementation of the LOHGIC algo-
rithm, it presents the concordance between the expected and
observed VAFs. It also shows the distribution of CCFs, demonstrat-
ing the clonal distribution of variants at the estimated p. Ideally, at
correct purity, CCF distribution should peak at one with sub-clonal
populations detected at lower fractions. Nevertheless, some variants
may exist at fractions that are larger than 1, due to ambiguity in
their most likely mutational model (Fig. 3).

3.1 Purity estimation in simulated data

We used simulated datasets to assess the accuracy of All-FIT. For
Dataset 1, comprised of both clonal and sub-clonal mutations with
varying ploidy, All-FIT’s purity estimates corroborated with simu-
lated values in 86% of cases with Pearson’s correlation coefficient
(r) of 0.99 (Fig. 4a). AllI-FIT could provide estimates independent of
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the total number of detected variants. However, permutated sub-
sampling of variants in simulated samples in Dataset 1 indicated
that its accuracy improved when more than nine variants were pre-
sent where the difference between the estimated and simulated val-
ues of purity was consistently <0.02 (Fig. 5a and Supplementary
Methods). On the other hand, All-FIT’s performance was highly
influenced by sequencing depth. Specifically, we reduced alternate
and total depth for variants in simulated samples in Dataset 1 by
factors ranging from 0.1 to 1.0 (Supplementary Methods), which
showed that sequencing at 120-400x is required to limit mean esti-
mation difference from simulated value to <0.07 (Fig. 5b). When

we removed all germline variants from Dataset 1 to simulate pres-
ence of matched-normal DNA, All-FIT’s accuracy improved to
92%, indicating the robustness of the method by only considering
somatic alterations. In contrast, ABSOLUTE’s estimated p agreed
with simulated p in only 35% of cases with » = 0.69 (Fig. 4b). It
should be noted that assessing All-FIT’s estimated values within
their 20 Cls provided additional predictive power compared with
ABSOLUTE, which produces a single purity estimate without a CI
(Supplementary Methods).

Next, we increased genomic heterogeneity in simulated data by
varying the number of sub-clonal mutations. We classified the simu-
lated sets into four categories based on the percentage of sub-clonal
mutations: <25, 25-50, 50-75, and >75%. All-FIT’s accuracy was
not affected by the presence of sub-clonal mutation, when the simu-
lated sets were comprised of <25% of sub-clonal mutations.
However, when the percentage of sub-clonal mutations varied from
25 to 75%, All-FIT increasingly misestimated p by about one-half,
and when >75% of the mutations were designated to be sub-clonal,
All-FIT estimated purity as one-half of simulated values for most
cases (Fig. 6a). Nonetheless, the correlation coefficient remained
>0.76 regardless of the proportion of sub-clonal variants, and it fur-
ther improved to 0.84 when we removed germline variants, exclud-
ing the 38 simulated sets that had >75% of sub-clonal mutations
(Supplementary Fig. S1). On the other hand, correlation coefficient
for ABSOLUTE’s estimates was lower than those of All-FIT, with its
best performance of » = 0.75 when only <25% of variants were
sub-clonal. It was also susceptible to misestimating purity at
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curacy of All-FIT is independent of the number of variants, when there are at least
10 variants per sample. (b) Using simulations from Dataset 1, 10000 simulated sets
are regenerated by changing the variants’ total depth with factors ranging from 0.1
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at all values of alpha. The x-axis represents the simulated purity (with 1100-1300
samples for each purity categories), and the y-axis represents the median difference
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These results show that All-FIT’s accuracy is dependent on the sequencing depth
given specimen purity

one-half of the simulated p, even with a few sub-clonal variants pre-
sent (Fig. 6b).

We also tested our algorithm with a simulated dataset enriched
with variants at high-ploidy, where accuracy of All-FIT decreased to
79% while retaining the Pearson’s » = 0.99 (Supplementary Results
and Supplementary Fig. S2).

3.2 Purity estimation in patient data
To test our method with patient data, we applied All-FIT to 1861
solid tumor specimens (Supplementary Methods), which were
sequenced using the FoundationOne assay (Foundation Medicine,
, Cambridge, MA). Corroborating previous studies, the correl-
ation between our computational estimates and histological values
(i.e. pathological purity) was low (Pearson’s r = 0.28; Fig. 7). As
others have also noted, this discrepancy is probably due to the limi-
tation in making a histological estimate of tumor content while
extracting high-quality DNA from the same specimen. Therefore,
histological estimates are often made from the adjacent tumor

sections, which may fail to reflect the tumor content of sequenced
specimen (Carter ef al., 2012; Favero et al., 2015).

Therefore, since all purity estimates must be interpreted in the
context of tumor biology, we selected 199 tumor specimens that
harbored only one hot-spot mutation in the TP53 gene
(Supplementary Methods) with detected VAF >0.10. These muta-
tions are commonly seen in all tumor types and are known to be
pathogenic. Cells with these mutations are also anticipated to have
lost their wild-type copy while duplicating the mutated allele (copy-
neutral LOH) (Alexandrova et al., 2017), thus the purity of these
specimens will be equal to the observed VAF of these mutations, if
they are the drivers of tumor growth (Fig. 1). Therefore, these driver
mutations can be used as ‘anchors’ for estimating tumor purity
based on their expected biological role in cancer cells. In this ana-
lysis, we observed an improved corroboration between the estimated
and anchor p values (r = 0.51). However, All-FIT overestimated
purity when most variants were detected at VAF of ~0.40-0.45
(Fig. 8a). This inconsistency could arise from not satisfying All-FIT’s
requirement that variants from multiple mutational models should
be present. For instance, in one specimen, five variants were
detected, three of which had observed VAF of 0.43-0.52 and the
other two were at ~0.70. All-FIT estimated tumor purity to be 0.83
(CI: 0.80-0.85) while the anchor purity from the TP53 mutation
was 0.43. If the assumption of copy-neutral LOH for this mutation
was correct, this observation implied the absence of detected somat-
ic heterozygous variants in the specimen. As expected, when we
manually added a variant with VAF = 0.23, our purity estimate was
corrected to 0.48 although with a large CI and an unbroken ambigu-
ity (CI: 0.45-0.66 joint with 0.81-0.83).

In addition, as was observed in the analysis of simulated data-
sets, sub-clonal alterations could confound All-FIT’s results. For ex-
ample, for a specimen in which the TP53 mutation was detected
with a VAF of 0.73, All-FIT estimated p to be 0.31 (CI: 0.29-0.32).
This discrepancy was possibly due to the detection of sub-clonal var-
iants with VAF <0.30, which All-FIT incorrectly considered as part
of the clonal population, resulting in its underestimated tumor pur-
ity. Conversely, presence of unfiltered germline variants also
affected All-FIT’s estimations. This was particularly seen in a speci-
men in which one variant was detected at 0.07, two were detected at
~0.90 and the remaining 13 were detected at ~0.50. Although the
TP53 mutation had a VAF of 0.46, All-FIT estimated p to be 0.98
(CI: 0.93-0.99), as it lacked statistical power to distinguish germline
and somatic variants with high confidence.

We also investigated 73 colon cancer specimens harboring
pathogenic substitutions or insertions/deletions in the APC gene.
These pathogenic mutations could either undergo somatic LOH or
somatic copy-neutral LOH if there is one APC mutation, or they
could be individually somatic heterozygous if there are two APC
mutations. There are two possible purity estimates from both one
APC mutation and two APC mutations; purity with somatic LOH
or somatic copy-neutral LOH with one APC mutation and purity
based on each individual allele frequency with two APC muta-
tions. In both scenarios, we considered the average of these two
estimates to assess All-FIT’s results, between which we observed a
correlation coefficient of 0.6 (Fig. 8b). Overall, our purity esti-
mates showed improved corroboration with anchor purity com-
pared with those from the histological values of these specimens
(Supplementary Fig. S3).

3.3 Clinical application to inform treatment strategy

Clinical hypothesis testing is a routine part of practicing medicine.
Diagnosis and prognosis of cancer patients relies on patient clinical
history, histology and radiology data, lab results and more recently
genomic data. All clinical data put together and none alone, com-
bined with prior information on similar cases and available thera-
peutics, can inform treatment design. To address key clinical
questions and complement decision-support systems, we have imple-
mented All-FIT and LOHGIC to analyze clinical sequencing data
for presentation at Rutgers Cancer Institute’s multidisciplinary
Molecular Tumor Board (MTB; Hirshfield ez al., 2016), especially
to guide the evaluation and treatment of patients with pathogenic
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Fig. 6. Presence of sub-clonal mutations reduces the correlation coefficient between simulated purity and estimated purity using Dataset 2. (a) All-FIT accurately imputes p in
simulated sets when percentage of sub-clonal mutations is <50%, beyond which, it increasingly underestimates purity at one-half of the simulated value. (b) ABSOLUTE often
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mutations detected in tumor-suppressor genes or familial cancer
genes (Jalloul et al., in preparation). The case presented in Figure 3
from a 38-year-old patient with advanced, mixed histology, ovarian
cancer particularly demonstrates the utility of this approach. This
patient was found to have truncating mutations in a number of
tumor suppressors involved in germline tumor syndromes
(Supplementary Fig. S4). Our analysis showed that the majority
of detected mutations were somatic without LOH. However,
one truncating mutation in MSH2 was inferred to be germline,
corroborated with previous reports for its pathogenic role in
Lynch syndrome. In addition, we found evidence of microsatellite
instability in the mutational signature (Germano et al., 2018).
Therefore, the patient was recommended by MTB to have genetic
counseling to confirm that the MSH2 mutation was germline.
MTB also recommended treatment with immune checkpoint in-
hibitor therapy, which has resulted in tumor going to remission.
Put together, careful interpretation of clinical data has the poten-
tial to guide physicians by bringing high-depth DNA sequencing to
the forefront of clinical practice.

4 Discussion

The complexity in cellular populations that exists within a tumor
specimen is routinely summarized by the single qualitative measure
of tumor purity. Since interpreting histologic as well as sequencing
results relies on accurate estimates of a specimen’s tumor content,
various computational solutions have been implemented to address
the inaccuracies in pathological estimates (Yadav and De, 2015).
These methods aim to simultaneously infer tumor purity as well as
global chromosomal copy-number and often require sequencing
data from pairs of tumor and normal samples. However, due to the
increase use of tumor-only sequencing in precision oncology, there is
a need for computational methods that can infer tumor purity of
clinical specimens from detected variants, which may include somat-
ic as well as unfiltered germline alterations. Despite the limited
breadth of clinical assays that often interrogate only a few hundred
genes, their high-depth of sequencing often provides sufficient
power to distinguish mutational models and even to infer LOH
events based on VAFs.

Here, we introduced All-FIT, which offers a solution to the prob-
lem of inferring variant clonality by imputing tumor purity from
deep-sequenced specimens without control DNA. It computes AIC
weights and CCFs for a range of somatic and germline mutational
models. Through an iterative process, All-FIT estimates purity by
minimizing a weighted least squared function with respect to p and
provides statistical CIs for its estimates (Fig. 2a). All-FIT reports
its results at each step to ensure completeness and to enable visual
assessment by the user. Our application of All-FIT to patient data
corroborated previously noted discordance between purity estimates
and histological observations (Fig. 7), which can be further con-
firmed by determining whether the mutated allele’s copy-number
of each variant exceeds its own chromosomal copy-number
(Supplementary Fig. S5).

There are several caveats to our method. All-FIT requires the de-
tection of variants from various mutational models. Our analysis of
simulated and clinical data showed that the presence of at least one
somatic heterozygous variant is necessary for imputing correct pur-
ity. All-FIT’s purity estimates were also confounded when most
detected variants were comprised of sub-clonal mutations as
they violated All-FIT’s main assumption that variants were clonally
present in all cancer cells. Therefore, All-FIT may be more suited
for analyzing specimens containing tumor cell populations that
have completed clonal expansions and evolutionary sweeps, and
are expected to be dominated by clonal populations with clonal
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of overlapping specimens at each coordinate per 100

alterations (Fittall and Van Loo, 2019). Moreover, because genomic
landscape of different tumor types and their evolution under various
therapeutic approaches are expected to be distinct (Loh and
Khiabanian, 2019; McGranahan and Swanton, 2017), purity esti-
mates should be agnostic to variants’ pathogenicity; therefore, All-FIT
does not incorporate their biological role (i.e. driver versus passenger
status). All-FIT can be used regardless of the tumor evolutionary
models as long as alterations that are present in most cancer cells are
detected.

All-FIT reaches optimal performance when detected variants
follow different mutational models. As we observed in our analysis of
patient data, specimens with limited number of variants were particu-
larly prone to misestimated purity. Yet, our subsampling simulations
showed that with at least 10 present variants, the highest difference
between simulated and estimated purities was only 0.02, and with
5-9 present variants the difference did not exceed 0.04 (Fig. 5a).

The depth of sequencing can also impact All-FIT’s results. Our
subsampling simulations showed that when simulated purity was
<0.20, sequencing depth of at least 270-900x was needed for All-
FIT to estimate purity with <0.13 difference from simulated value. In
contrast, when simulated purity was >0.79, the difference between
simulated and estimated purities was consistently <0.12, even when
sequencing depth was 30-100x. Therefore, although All-FIT is
designed for deep sequencing assays, it may perform well for whole-
exome sequencing data albeit with large CIs for its estimates (Fig. Sb).

In all our analyses, we considered somatic and germline muta-
tional models with equal probability; however, LOH and high-
ploidy alterations may not be detected as frequently as heterozygous
events. Nonetheless, All-FIT showed high accuracy and correlation
with simulated ground truth even when germline variants were
removed, resulting in slightly improved accuracy and smaller CIs on
estimations. Finally, All-FIT is restricted to sequencing data from
hybrid-capture-based assays, since interpreting VAFs from
amplicon-based assays could be complicated by PCR efficiency. It
also requires specimens to have adequate admixture from surround-
ing normal tissues, which in simulated data ranged from 10 to 90%.
Although All-FIT showed better performance relative to
ABSOLUTE, the structure of simulated data may have worked un-
favorably toward ABSOLUTE as it is not leveraged to impute tumor
purity from single nucleotide variants.

5 Conclusion

In this work, we demonstrated the robustness of a computational
method for imputing tumor purity without sequencing matched-normal

samples. Our method is mainly applicable to clinical deep sequenc-
ing, which is increasingly becoming a standard approach for
genomic profiling of patients in clinical settings. All-FIT can also be
potentially used to estimate the abundance of tumor DNA in liquid
biopsy assays. With knowledge of a specimen’s tumor content, we
can infer variant clonality and predict LOH events, leading to more
tailored treatment for each patient.
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