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Abstract

Objective: Suicide prevention is a major priority in Native American communities. We used 

machine learning with community-based suicide surveillance data to better identify those most at 

risk.
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Method: This study leverages data from the Celebrating Life program operated by the White 

Mountain Apache Tribe in Arizona and in partnership with Johns Hopkins University. We 

examined N = 2,390 individuals with a validated suicide-related event between 2006 and 2017. 

Predictors included 73 variables (e.g., demographics, educational history, past mental health, and 

substance use). The outcome was suicide attempt 6, 12, and 24 months after an initial event. We 

tested four algorithmic approaches using cross-validation.

Results: Area under the curves ranged from AUC = 0.81 (95% CI ± 0.08) for the decision tree 

classifiers to AUC = 0.87 (95% CI ± 0.04) for the ridge regression, results that were considerably 

higher than a past suicide attempt (AUC = 0.57; 95% CI ± 0.08). Selecting a cutoff value based on 

risk concentration plots yielded 0.88 sensitivity, 0.72 specificity, and a positive predictive value of 

0.12 for detecting an attempt 24 months postindex event.

Conclusion: These models substantially improved our ability to determine who was most at risk 

in this community. Further work is needed including developing clinical guidance and external 

validation.

Suicide prevention is a high priority for Native American (NA) populations. While rates vary 

across tribes and communities, NAs overall face a disproportionate burden of suicide and 

related behavior (CDC, 2005). Suicide rates are increasing for the United States in general, 

including among NAs, whose rates rose from 10.92 to 13.37 per 100,000 people from 2014 

to 2016. Most suicide deaths occur among those 15–24 years old, with rates in this age 

group estimated to be four times the rate for US All Races (IHS, 2014).

In a national survey among adult NAs, approximately 1.2% reported having attempted 

suicide in the past year compared with 0.5% of adults in the US All Races population 

(SAMHSA, 2011). Among NA adolescents, lifetime rates of self-report attempted suicide 

ranged from 21.8% of girls to 11.8% of boys, with rates on reservations being higher than 

rates in urban areas (Borowsky, Resnick, Ireland, & Blum, 1999; Freedenthal & Stiffman, 

2004). More generally, a past suicide attempt is one of the strongest risk factors for dying by 

suicide and often goes undetected. Many individuals do not seek medical attention for 

suicide attempt (Claassen & Larkin, 2005; Kemball, Gasgarth, Johnson, Patil, & Houry, 

2008; King, O’mara, Hayward, & Cunningham, 2009), and those who do obtain little or no 

follow-up mental health treatment (Bridge, Marcus, & Olfson, 2012; Knesper, 2010). This 

problem is compounded in many reservation settings due to significant barriers to mental 

health care, including lack of available professional services, long waiting periods, poor 

access to transportation, long distances to travel, stigma, and poor cultural fit of existing 

clinical services (Barlow & Walkup, 1998; Freedenthal & Stiffman, 2007; Novins, 2009; 

O’Keefe, Cwik, Haroz, & Barlow, 2019; Probst et al., 2006; Pullmann, VanHooser, 

Hoffman, & Heflinger, 2010).

One particularly promising program aimed at addressing suicide is the White Mountain 

Apache Tribe’s (WMAT) Celebrating Life suicide surveillance and prevention program (CL 

program) (Cwik et al., 2014). In 2001, the WMAT mandated reporting of suicide deaths, 

attempts, and ideation to a surveillance system after a cluster of 11 youth suicides in six 

months. In 2007, the Tribal Council passed an amendment to expand the system to include 

nonsuicidal self-injury. Binge substance use was later included in 2010 (see Cwik et al, 2014 
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for additional history and methods). Simultaneously, WMAT and the Johns Hopkins Center 

for American Indian Health partnered through a series of grants to launch a team of specially 

trained Apache paraprofessional Community Mental Health Specialists (CMHS’) to conduct 

inperson follow-up on every reported surveillance event. CMHS’ validate events, assess 

imminent risk, and connect individuals to available care. In addition, CMHS’ provide in-

service trainings to all departments and schools and participate in suicide prevention 

activities in the community (e.g., suicide prevention walks, handing out National Suicide 

Prevention Lifeline cards). The surveillance system has provided the tribe with a 

comprehensive data source to monitor suicide trends and patterns in real time, better 

understand local risk and protective factors (Cwik et al., 2015), and design innovative, 

culturally derived, and tailored interventions to further reduce rates in this community 

(Tingey et al., 2016). Comparing rates from 2001–2006 (prior to CL program) to 2007–2012 

(after implementation of CL program), the suicide rate decreased by 38.4% among Apache 

adults and 23% among Apache youth (ages 15–24) (Cwik et al., 2016).

As awareness of the program has grown, so has the number of intakes, resulting in a greater 

case load for the CMHS’. Given the large geographic area and an increasing number of 

intakes, prioritization of cases is necessary. Currently, prioritization is based on severity of 

reported behavior (i.e., those with a reported attempt are visited first by CMHS’). This 

model attends to those with the most serious reported behavior, but it does not consider 

future risk. Systematically identifying people at highest risk for suicide after initial contact 

with the CL program may help in allocating limited resources and attention to those who 

need it most.

However, there are challenges with risk identification. Most risk identification strategies are 

assessment-based—often requiring intensive training, expertise, and/or time (Linthicum, 

Schafer & Ribeiro, 2019). Moreover, these assessments are based on rather simple 

combinations of risk factors known from suicide research (Linthicum, Schafer & Ribeiro, 

2019). A recent meta-analysis has shown that despite over 50 years of suicide research, we 

have seen little improvement in our predictive accuracy for suicide-related behaviors 

(Franklin et al., 2017). Diagnostic accuracy for suicide attempt and death by suicide 

prediction is only slightly better than chance (wAUCs = 0.58 and 0.57, respectively 

(Franklin et al., 2017). Sensitivity analyses show that risk factors only correctly identified 

suicide attempt 26% of the time and death only 9% of the time (Franklin et al., 2017). 

Assessments based on these risk factors that attempt to classify people into “high-risk” 

categories have also been found to have limited clinical value (Carter et al., 2017).

Our own previous descriptive research with (N = 71) WMAT youth <24 years of age with a 

previous suicide attempt identified several correlates of risk, including caregivers with 

substance use problems, youth’s substance use history, and recent suicide death or attempt 

among peers and family members (Cwik et al., 2015). While these single risk factors may be 

statistically significantly associated with past suicidal behavior, the utility of these factors to 

determine risk over time and inform response is relatively unknown, given by the complexity 

of potential interactions between them and the reality that unmeasured factors also 

contribute to future risk (Franklin et al., 2017).
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The application of ML is increasingly being used for many health problems, including 

suicide (Kessler, Hwang, et al., 2017; Kessler et al., 2016). Machine learning approaches 

examine the probabilistic relationships between a large set of dependent variables and then 

test the reliability of the results through cross-validation procedures. Given the complexity 

of suicide risk and machine learning’s ability to model this complexity, ML methods seem to 

have potential to improve accuracy and scale (Linthicum, Schafer & Ribeiro, 2019). One 

recent study suggests that ML methods may be better at identifying suicide risk than 

clinician evaluation (Tran et al., 2014). However, these methods have never been applied in 

American Indian settings nor with community-based data, limiting our knowledge about 

how well they perform and how best they can be utilized in different contexts and cultures. 

Understanding if and how to utilize these methods is even more urgent for health disparity 

populations given the lack of and barriers to conventional mental health treatment and in the 

case of WMAT, existing promising community-based suicide prevention efforts. 

Researching these methods with disparity populations is critical to advancing suicide-related 

health equity (Rajkomar, Hardt, Howell, Corrado, & Chin, 2018).

THE PRESENT STUDY

The goal of the current research was to develop a risk model that accurately identified NA 

adults and youth who would attempt suicide within 6, 12, and 24 months of an initial 

incident report (including ideation, attempt, nonsuicidal self-injury, binge substance use 

requiring medical care, but not suicide death) to the CL program. We hypothesized that the 

resulting algorithm would distinguish between those who attempted suicide within 24 

months of their initial contact and those who did not attempt with at least acceptable 

accuracy (e.g., area under the curve = 0.70). We considered applying a previously developed 

algorithm to this data, but were unable to given the uniqueness of the way in which the data 

were collected (i.e., community-based vs. clinical), the variables included (e.g., substance 

use at time of event, resilience factors related to cultural identity), and the 

underrepresentation of AI/AN populations, who have unique suicide patterns, in previous 

datasets used to generate existing algorithms (Rajkomar et al., 2018). Clinical implications 

of our work include potential to embed the resulting algorithm into the surveillance system 

to help CMHS’ identify individuals at higher risk, with a goal of further reducing suicidal 

behavior in the WMAT community.

METHODS

White Mountain Apache Tribe

The Fort Apache Indian Reservation, located in northeastern Arizona, is home to 

approximately 17,500 tribal members and is governed by an elected 11-member Tribal 

Council. While the tribe experiences considerable behavioral and mental health disparities, 

they have long embraced research-informed public health practices to overcome these 

challenges. The Celebrating Life program is a prime example of an innovative public health 

approach to suicide prevention by a sovereign tribal nation. With this system, WMAT health 

leaders and Tribal Council can monitor real-time trends, identify risk and protective factors, 
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develop culturally appropriate interventions based on findings, advance a local Native 

workforce (O’Keefe et al., 2019), and provide carefor those atriskof suicide.

Celebrating Life Suicide Surveillance and Prevention Program (CL Program)

The CL program has three main components: (1) tribally mandated active surveillance 

within a closed reservation system; (2) in-person follow-up and case management (CM) 

provided by Apache Community Mental Health Specialists (CMHS’); and (3) community 

outreach and education about the program. All persons, departments, and schools within the 

WMAT jurisdiction are mandated by tribal law to report any observed or documented 

suicide ideation, attempts, deaths, nonsuicidal self-injury, and binge substance use to the 

Celebrating Life program (see below for operational definitions and coding). When an initial 

report (intake form) is received by the CL program, a CMHS seeks out the person at risk to 

complete an inperson interview and follow-up form to validate the event and collect 

additional risk and protective factor data (i.e., whether the individual is in school or 

employed, has a history of other suicidal behaviors, recent losses of family or friends to 

suicide or other violent deaths, reason for act, and substance use).

The follow-up form is not a direct self-report assessment, but rather the CMHS uses it to 

guide the conversation, elicit self-report, and then make a final decision on coding based on 

the information gathered from the individual, what is reported from the referral source on 

the intake form, and applying the standardized definitions used in the CL program (Cwik et 

al., 2014). For each intake, CMHS’ attempt to complete the follow-up visit as they receive 

the forms based on the prioritization described above. If they are unable to find the 

individual within the allotted 90-day window, staff will discontinue looking. This 90-day 

window is based on research showing the most high-risk period for re-attempt. Follow-up 

visits take place at the person’s home, school, or another private location. The CL team then 

refers the individual to appropriate services (referral) and makes plans for “wellness check-

ins” as needed. All intake and follow-up data are entered into a secure password-protected 

database (Cwik et al., 2014). The WMAT program relies on Apache paraprofessionals so as 

to provide culturally responsive care and due to limited mental health services in the area 

(O’Keefe et al., 2019). Apache paraprofessionals who serve as Community Mental Health 

Specialists must have a high school diploma, have completed some college or a college 

degree, previous public health work experience, strong interpersonal skills, and knowledge 

of Apache and English languages. They receive training in coding and classification, 

managing and analyzing data, self-care, dissemination methods, engagement, and crisis 

management strategies and receive ongoing regular supervision by a master’s level clinician 

or higher. More information on training and supervision can be found in a descriptive article 

by Cwik et al. (2014).

Operational Definition and Coding

Definitions for all suicide-related behaviors are modeled on the Columbia Classification 

Algorithm for Suicide Assessment (C-CASA) (Posner, Oquendo, Gould, Stanley, & Davies, 

2007). Staff are trained on definitions and coding, maintain a codebook for behaviors and 

methods at the office for reference, and review final coding with the supervision team as 

needed (Cwik et al., 2014). Suicide attempts include both aborted and interrupted suicide 
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attempts whereby the person engaged in intentional self-injury with an intent to die. 

Nonsuicidal self-injury is intentional self-injury without an intent to die. Suicide ideation is 

thoughts to take one’s own life with or without a plan (i.e., both passive and active 

thoughts). Finally, binge substance use is defined locally as consuming substances with the 

intention of modifying consciousness and resulting in severe consequence, including being 

found unresponsive or requiring emergency treatment (Cwik et al., 2014).

Final coding of all events is done based on the initial report and an in-person validation 

process done by the CMHS using the follow-up form. Behaviors and event information are 

confirmed with information obtained from the person and are supplemented with 

information from police reports, medical records, first responders, school personnel, and 

local providers. Even information is based on stated intent, match of method with intent, 

lethality of method, reported function of the behavior, and substance use at the time of the 

event. If no other source (e.g., police, medical, and school) contradicts the individual’s 

report, then coding and classification are based on the individual. If there are contradictions, 

staff review all materials with their supervisors to come to a consensus on final coding 

(Cwik et al., 2014).

Data

This analysis used all available variables from 10.75 years of surveillance and case 

management data in the CL system between January 2007 and October 2017. Follow-up 

data from the first time an individual had in-person contact with CMHS’ (index event) were 

used to examine subsequent events registered in the CL system, thereby representing a 

community-wide natural cohort of individuals who are at risk of suicide. Those with a 

subsequent attempt within 24 months were classified as having the outcome, while those 

with subsequent ideation, binge substance use, nonsuicidal self-injury, or other/unknown 

behaviors were classified as not having the outcome. Those with subsequent deaths within 

the 24-month follow-up period were excluded (n = 6) (Table 1).

Predictor Types

Predictors included a combination of data collected at the time of event by the CMHS’ and 

data collected over time in the registry. Predictors include 73 different variables across 

several domains: basic demographics, educational history, household composition, past 

suicidal behaviors, substance use history, number of events in registry, and time under 

surveillance. Most predictors were dichotomous or categorical. Categorical variables were 

transformed into dichotomous dummy variables as part of data preprocessing. Continuous 

variables included age and frequency of substance use which were treated as continuous 

variables. While we had age as a continuous predictor, we also created a categorical variable 

indicating youth (younger than 24) and adult (24 and older) for use in our decision tree 

analysis.

Statistical Analysis and Modeling Approach

Missing Data and Preprocessing.—Prior to model building and feature selection, we 

explored variable distributions and missing data mechanisms using STATA 14 (Stata-Corp, 

2007). There were no missing data in the outcome variables indicating all behaviors 
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captured by the surveillance system were classified and coded at time of data entry. 

Complete data were recorded for n = 25 predictors (27.5%). Missing data in the predictors 

ranged from 16.2% for the variable asking about exposure to domestic violence to 76% for 

the variables recording who the person lived with at the time of the index event. The high 

percent of missingness was most associated with the year of incident since it was missing 

data due to changes in questionnaire items. Imputation of missing data that was found to be 

missing completely at random (MCAR) or missing at random (MAR) was imputed using 

Classification and Regression Trees as part of the MICE package in R and using all available 

data (Buuren & Groothuis-Oudshoorn, 2010). Prior to splitting the data, we removed any 

zero variance predictors and linear dependencies (correlation r ≥ .95). Reporting of methods 

and results followed the TRIPOD guidelines for predictive modeling (Collins, Reitsma, 

Altman, & Moons, 2015).

Modeling Approach.—We randomly split our dataset into a training and testing dataset 

using a two-thirds/one-third split, respectively. This resulted in training on n = 31 cases for 

the 6-month outcome, n = 44 cases for the 12-month outcome, and n = 65 cases for the 24-

month outcome. The test dataset had n = 16, n = 23, and n = 33 cases for the 6-, 12- and 24-

month data, respectively. We trained and tested five algorithmic approaches: logistic 

regression, regularized regression using ridge regression, the lasso and elastic net, and a 

decision tree classifier. We trained all models using repeated cross-validation with ten 

iterations, up sampling due to the unbalanced nature of our dataset, and selection of tuning 

parameter that has the lowest root mean squared error (RMSE) between predicted and 

observed values. Logistic regression benefits from simplicity of calculation and eventual 

implementation, but has been shown to be inferior in the domain of suicide risk prediction 

compared with nonparametric algorithms like random forests (Walsh, Ribeiro, & Franklin, 

2017, 2018). For penalized regression, we tuned lambda penalties for L1-regularization to 

generate the most parsimonious model selecting for the fewest predictors. Decision tree 

classifiers were selected due to their utility in guiding clinical decisions and only included 

predictor variables that were theoretically grounded and could be used by CMHS’ in the 

field. For decision tree classifiers, we set tune length to 10 and used information gain as our 

criterion.

Once models were trained, we evaluated their performance on our validation dataset. We 

compared our model performance based on several statistics: kappa, sensitivity, specificity, 

receiver operating (ROC) curves and their c-statistic, positive predictive value (PPV), and 

negative predictive value (NPV). Kappa compares the observe accuracy to accuracy due to 

random chance (expected accuracy) and is more useful in evaluating model performance 

than accuracy alone in unbalanced datasets. Sensitivity is the true positive rate or the ability 

of the model to correctly identify those who attempted. Specificity is the true negative rate or 

the ability of the model to correctly identify those who did not attempt. The c-statistic from 

the ROC curve provides an overall estimate about how accurate the test is with 0.5 

representing no better than chance and 1 representing nearperfect accuracy. Confidence 

intervals for ROC Area Under the Curves (AUCs) were computed with 2,000 stratified 

bootstrap replicates. Positive predictive value is the percentage of those identified as cases 

that actually are cases, while NPV is the percentage of observations identified as controls 
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(nonattempts) that are not attempts. Positive predictive value and NPV are particularly 

important as they tell us how good our model will be at identifying true cases and true 

controls in the future. To measure calibration, that is, whether model predictions reflected 

underlying prevalence of suicidality in this cohort, we also examined Brier scores (Rufibach, 

2010), calibration slopes, and intercepts (Steyerberg, 2008).

A challenge in suicide research is that PPV and NPV are both impacted by the underlying 

prevalence of the health issue. Thus with rare events, such as suicide attempt and death, PPV 

and NPV are often quite low (Belsher et al., 2019). Following recent work by Kessler et al. 

(2016), Walsh et al. (2018), and Simon et al. (2018), we also looked at risk concentration 

plots to examine whether cases had higher predicted probabilities than controls. We used the 

risk concentration plots to generate a cutoff score in our training data based on a sensitivity 

of 80% and 100%. We then calculated specificity, PPV, and NPV for these cutoff scores in 

our test data. These methods were selected, because our work is in a community setting, 

with low resources and high suicide burden, and we needed an operationalized model that 

would help guide case managers on where to direct extra effort and resources in their follow-

up procedures. This would ensure that we would attend to all those who were likely to be 

cases, while balancing our sensitivity at accurately identifying noncases.

RESULTS

A total of N = 2,465 NA youth and adults had a verified index event captured by the WMAT 

surveillance system between January 2006 and October 2017. There were n = 69 individuals 

who had died by suicide for their index event and were not included in analyses. We also 

omitted n = 6 individuals who had a nonsuicide death index event but later died by suicide as 

our analysis was focused on nonfatal suicide attempts, leaving a total of N = 2,390 

individuals in the final analytic sample. Of these N = 2,390, 51.8% were male (n = 1,240), 

and average age was 22.1 years old (SD = 10.9; Range: 4–75). The final models examined 

events after an index event. At 6 months postindex event, there were n = 47 individuals with 

an attempt (2.0%); at 12 months, 20 additional people had attempted (2.8%); and at 24 

months postindex event, n = 31 additional people had attempted (4.1%), for a total of N = 98 

(4.1%) attempts within the 2-year time follow-up period.

Model Performance

Table 2 shows the comparison of models based on Kappa, sensitivity and specificity, and 

positive and negative predictive value for each window of follow-up time. Area under the 

curves (AUCs), calibration intercept and slope, and Brier scores can be found in Table 3. 

Overall, all models performed substantially better than only a history of past suicide attempt 

(AUC > 0.80 vs. AUC = 0.57 for detecting outcomes 24 months post-index event). Ridge 

regression had the highest AUC at 24 months postindex case (AUC = 0.87) indicating good 

diagnostic accuracy of future risk for suicide attempt (Hajian-Tilaki, 2013). Positive 

predictive value was quite low across all models with the highest value of PPV = 0.14 for the 

elastic net, decision trees, and unregularized regression for predicating attempt at 6 months 

postindex event. Based on these results and the feasibility of implementing the algorithm in 

HAROZ et al. Page 8

Suicide Life Threat Behav. Author manuscript; available in PMC 2020 April 11.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



the existing system, we selected ridge regression as the most appropriate algorithm for our 

setting. Beta coefficients for our final model are included in the supplemental material (S1).

Calibration

We assessed the calibration of these approaches during cross-validation by tabulating 

calibration slope/intercept and Brier scores for 24-month outcomes (Table 3). At 24 months, 

the lowest Brier score was 0.13 for the ridge regression, lasso regression, and decision tree 

classifier. However, these results should be interpreted with caution given the relative rarity 

of suicide attempts (Benedetti, 2010).

Variable Importance

Variable importance is presented in Figure 1. Whether the person had only their index event 

or other events after their index case was the most important variable across all outcome 

models. Living status, history of domestic violence, participation in tribal activities, and 

knowing anyone who died by suicide in their lifetime were next most important variables 

included in the ridge regression. Variable importance was consistent for all outcome models, 

indicating stability of the algorithm at identifying those at risk for attempting suicide at 

different time intervals.

Risk Concentration

Figure 2. shows the percent of cases with predicted probabilities by quantile for the ridge 

regression in our training and test data. This type of plot allows us to look at whether people 

with suicide attempts are correctly binned into the highest predicted risk quintiles. All cases 

in the training dataset had predicted probabilities in the three highest quantiles using the 24-

month outcome. Cases in the test dataset all had predicted probabilities in the four highest 

quantiles. Based on this plot, we selected cutoff points of predicted probabilities in the 

training data and evaluated their sensitivity, specificity, and PPV using our test dataset. 

Using a cutoff value of predicted probability = 0.37, sensitivity = 0.88, specificity = 0.72, 

and PPV = 0.12. Using the cutoff value of predicted probability = 0.56 corresponding to our 

9th quantile, sensitivity = 0.58, specificity = 0.82, and PPV = 0.12. Finally using a cutoff of 

predicted probability = 0.73, specificity = 0.91, sensitivity = 0.33, and PPV = 0.13. Based on 

the relative severity of missing cases and lack of significant improvement in PPV, we 

ultimately selected 0.37 as a potential cutoff value to guide clinical decisions based on the 

ridge regression’s output. Prospective validation in future work will reassess this cutoff as 

models are prone to drift in calibration and performance as factors such as outcome 

prevalence change over time (Davis, Lasko, Chen, Siew, & Matheny, 2017).

DISCUSSION

Identifying individuals most at risk of suicide in a timely way is critical to reducing suicide. 

Using machine learning to identify at-risk individuals may be particularly effective among 

communities with high burden and fewer treatment resources and barriers to existing clinical 

care. This study aimed to examine historical data gathered from one of the only documented 

community-based suicide surveillance systems in the world, the White Mountain Apache 

Tribe’s Celebrating Life program, to better understand the constellation of factors that 
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contribute to NA individuals attempting suicide. We were able to compare different 

algorithms and their performance at identifying those at risk of suicide attempts within 6, 12, 

and 24 months of their original validated incident by the CL program. Algorithms showed a 

high level of accuracy (AUCs > 0.80 for identifying attempts at 24 months). The success of 

the ML approach appears to represent a meaningful change in our ability to identify risk 

over time in the CL program as our previous best known risk factor, past suicide attempt, did 

not distinguish between those who later attempted compared with those who continued to 

struggle with ideation, nonsuicidal self-injury, or binge substance use (AUC = 0.54).

To our knowledge, this work represents the first real-world machine learning algorithms 

using community-based data collected by case workers delivering care in a health disparity 

population. The nature of the data collected through the community-based CL suicide 

surveillance system made it impossible to apply previous suicide risk algorithms determined 

with other samples (Kessler, Stein, et al., 2017; Simon et al., 2018; Walsh et al., 2017, 2018). 

While machine learning methods can be applied to any dataset, the value of results 

ultimately depends on the underlying integrity and usefulness of the data. There is great 

concern in the field about bias in existing algorithms potentially exacerbating health 

disparities and even causing harm (Rajkomar et al., 2018). These biases arise from how 

models are designed (e.g., using only easily or commonly measured groups) to biases in 

training data (e.g., a protected group may have insufficient numbers of patients for the model 

to correctly learn statistical patterns) and to other biases involving interactions with 

clinicians and patients (Rajkomar et al., 2018). Given the promise of machine learning for 

medicine (Obermeyer & Emanuel, 2016; Rajkomar, Dean, & Kohane, 2019), ensuring that 

the most innovative technologies reach populations most in need is critical to reducing 

suicide-related disparities and promoting health equity. This research is a step toward 

achieving and advocating for this goal. We emphasize that impact depends on effective 

translation into care delivery. This latter step requires attention to implementation science, 

visual analytics, and clinical processes that govern care in this population.

Our findings have the potential to translate into several significant public health advances in 

tribal communities. On the White Mountain Apache Tribal reservation, the number of 

reports of suicidal behaviors has been increasing over time as the community has come to 

trust the CL program. As this continues, we need ways to help the CMHS’ to identify and 

reach those at highest risk, and the ML algorithm generated through the present study may 

aid in this endeavor. It is important to comprehend the long distances CMHS’ must travel 

across rural lands to follow-up, and that current resources only support a team of six CMHS’ 

for a population of 17,500. To increase the CMHS’ efficiency, we are working to embed 

easily interpretable risk flags that appear when individuals’ incident reports are entered into 

the surveillance system that can help CMHS’ to prioritize who to see and/or who needs more 

intensive case management or follow-up care. Moreover, while the CL program has 

benefitted greatly from dedicated staff who have served their community in this capacity for 

years, use of easily implementable risk-identifying tool, such as the algorithm generated 

here, will benefit newly hired CMHS in their immediate work.

Ultimately, implementation of this algorithm will be guided by the local Apache CL team 

and focused on studying this algorithm within a clinical framework, following recent 
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recommendations (Belsher et al., 2019). An algorithm that indicates risk 24 months out in 

time may not be clinically useful. The CL team may want to focus on the 6-month or 12-

month risk period as more informative to their work. In the research tested here, we chose 

cutoff scores to maximize sensitivity, but the CL team may be more inclined to maximize 

specificity (e.g., how sure they can be that someone not flagged is really not at risk). Given 

the low PPV of these algorithms, the CL team may still benefit from using this approach, 

even though resources will be provided to people falsely flagged as high risk. A number of 

brief interventions have been developed for this population which could be offered to high-

risk individuals (Cwik et al., 2019; Tingey et al., 2016). Other brief, low-cost, evidence-

based interventions could be developed and implemented (e.g., caring contacts, or others: 

Zalsman et al., 2016). Ethical implementation of these algorithms would also need to be 

considered including the implications of falsely flagging someone as high risk within the CL 

program. Any clinical implementation of this algorithm will involve not just generation of a 

risk flag but navigating appropriate and ethical clinical care pathways—work that is being 

developed through our ongoing tribal–academic partnership.

More widely, this algorithm or similar approaches may help to better our understanding of 

suicide risk in NA communities. With a paucity of mental health professionals and cultural 

and logistic barriers to care, paraprofessionals are seen as a promising work-force that could 

be leveraged to provide critical mental and behavioral health care (O’Keefe et al., 2019). 

Using this algorithm or something similar may help paraprofessionals better identify those at 

risk and reach them with culturally appropriate care before they engage in serious suicidal 

behaviors. Several large health care settings have started to use these approaches linked to 

their electronic medical records data (EHR) (Kessler, Hwang, et al., 2017; Kessler, Stein, et 

al., 2017; Reger, McClure, Ruskin, Carter, & Reger, 2018; Walsh et al., 2017, 2018), 

suggesting this is a potentially scalable approach throughout Indian Health Service (IHS) 

and tribally run hospitals and clinics. More research is needed to validate this model in other 

tribal settings, continuously improve this model with data from participating tribes, and/or 

generate new models with EHR data from other tribal settings, involving key stakeholders in 

every stage of development, implementation, and analysis (Jeffery, 2015).

Limitations

First, it is important to note that use any risk algorithm will not replace professional human 

resources or thoughtful, culturally informed follow-up care. Apache Community Mental 

Health Specialists are trusted individuals from the community, and these algorithms are 

being explored to help them manage their caseloads and increase their ability to reach those 

at highest risk. Our intent is to develop tools that will help them deliver care and attention to 

those who need it most. Second, while CMHS’ use the follow-up data collection to guide 

their case management meetings to elicit self-report, compare this against what is reported 

on the intake form (e.g., from the ER log, police reports, schools), the final coding may still 

be subject to misclassification based on the CMHS’ training, mastery of the coding system, 

and conflicting reports. Third, despite a legal mandate for reporting, it is possible that 

suicidal behaviors are underreported or misclassified. For example, un-intentional overdose 

incidents are not included in the current mandate yet may represent additional suicide or 

self-harm related attempts or deaths in the community. Similarly, if people in the community 
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are unaware of how or what to report, these events would not be included in this data. The 

system may also miss transient youth or adults who are more isolated from systems or 

community members and thus unlikely to get reported.

Fourth, while the algorithm was generated using methods to decrease overfitting, including 

cross-validation, there is still a need to externally validate this approach with new data. 

Cross-validation resulted in a small sample of cases in the test data (e.g., n = 16 for the 6-

month outcome data). This could affect the precision and stability of our algorithm’s 

performance. In particular, models like these are prone to overfitting and we will be diligent 

to test for this in future work. Moreover, we were unable to split the data based on dates 

given the decline in suicide attempt rate overtime and resulting sparse data. This may limit 

the applicability of these flags to ongoing data collection as these time trends may indicate 

differences in feature importance at different chronologic time. In most suicide risk 

identification projects due to suicide’s low base rate, our cutoff score based on the ridge 

yielded positive predictive value of only 0.12, which is consistent with other models in the 

literature (Belsher et al., 2019), and indicates a need for further exploration of the algorithms 

validity and whether this is an acceptable level of PPV within the CL system. We were not 

able to compare the performance of the algorithm to other forms of clinical risk assessment, 

something that could be addressed in a future study. Finally, the results of this study are 

limited in their generalizability as all of the sample was considered at risk for suicide and 

limited to one specific reservation-based NA community.

CONCLUSIONS

This is the first study of its kind to apply machine learning methods to better understand 

suicide risk and response within a NA population. Over the past 30 + years, suicide 

prevention has been a high priority for NA communities, and due to high rates and lower 

resources, it is essential to explore how new technologies can help to reduce suicide risk. 

Our study aimed to apply these methods in a unique setting in order to improve care locally 

and further suicide prevention research for NA populations to advance health equity by 

bringing state of the science methods to community-based, culturally informed prevention 

efforts.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
Feature importance for top 20 most important features from ridge regression at 24 months.
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Figure 2. 
Rates of validated suicide attempts by decile of predicted risk at 24 months using ridge 

regression in training data and in test data showing cutoff value.
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TABLE 1

Index Events in Celebrating Life System 2006–2017 (N = 2,390)

Gender

 Male 1240 (51.9)

 Female 1150 (48.1)

Age (Mean, SD); Range 22.1 (10.9); 4–74

Types of suicidal behavior at index event

 Ideation 610 (35.2)

 Nonsuicidal self-injury 613 (25.7)

 Suicide Attempt 333 (13.9)

 Binge substance use 287 (12.0)

 Unspecified 458 (19.2)

Suicide attempts over time N (%) of individuals

6 months postindex 47 (2.0)

12 months postindex 67 (2.8)

24 months postindex 98 (4.1)
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TABLE 3

Comparison of Model Accuracy at 24 months

Algorithm AUC 95% CI for AUC Calibration slope Intercept Brier score

Ridge regression 0.87 0.83, 0.90 0.95 −2.72 0.13

Lasso regression 0.86 0.82, 0.90 0.31 −2.42 0.13

Elastic net 0.85 0.81, 0.89 0.28 −2.27 0.13

Unregularized logistic regression 0.83 0.78, 0.88 0.14 −2.13 0.14

Decision tree classifier 0.81 0.73, 0.88 0.13 −4.60 0.13

Previous attempt 0.57 0.49, 0.65 1.00 −2.13 0.24
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