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Abstract
Pneumothorax is a potentially life-threatening condition that requires prompt recognition and often urgent intervention. In the
ICU setting, large numbers of chest radiographs are performed and must be interpreted on a daily basis which may delay
diagnosis of this entity. Development of artificial intelligence (AI) techniques to detect pneumothorax could help expedite
detection as well as localize and potentially quantify pneumothorax. Open image analysis competitions are useful in advancing
state-of-the art AI algorithms but generally require large expert annotated datasets. We have annotated and adjudicated a large
dataset of chest radiographs to be made public with the goal of sparking innovation in this space. Because of the cumbersome and
time-consuming nature of image labeling, we explored the value of using AI models to generate annotations for review.
Utilization of this machine learning annotation (MLA) technique appeared to expedite our annotation process with relatively
high sensitivity at the expense of specificity. Further research is required to confirm and better characterize the value of MLAs.
Our adjudicated dataset is now available for public consumption in the form of a challenge.
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Background

Pneumothorax is a potentially life-threatening condition that
warrants prompt recognition and potentially intervention [1].
Pneumothorax is diagnosed frequently in the ICU setting,
with an incidence between 4 and 15% [1] and can also be seen
spontaneously, albeit at a lower rate, affecting men more than
women [2, 3]. Development of an artificial intelligence (AI)
model to detect pneumothorax could help both in the interpre-
tive setting to assist radiologists in detection, quantification,
and tracking size over time, and in the non-interpretive setting
where a more sensitive model might prioritize and triage ra-
diology examinations that are suspicious for new or enlarging
pneumothorax for more prompt review [4]. Such models
could also be very useful in international, rural, or other set-
tings where access to expert radiologists is limited.

AI in radiology is a nascent and potentially transforma-
tive technology that could augment clinical practice.
Facilitating open image analysis competitions is an impor-
tant mechanism to advance AI in various imaging spaces
[5, 6]. Several recent challenges in radiology oriented
around bone age [7], fracture detection [8], and pneumo-
nia localization [9] have shown value in promoting col-
laboration between data scientists and radiologists to fa-
cilitate advances in algorithm development. The Society
for Imaging Informatics in Medicine (SIIM) has recently
opened a similar competition for pneumothorax detection
and localization in collaboration with the American
College of Radiology (ACR) and with support from mem-
bers of the Society of Thoracic Radiology (STR) [10].

To create AI models capable of not only classifying exams
as positive or negative for pneumothorax but also localizing
the possible pneumothorax, typically require detailed
bounding box or segmentation labels during training [9, 11]
though saliency features or activation heatmaps derived from
classification models can also provide localization informa-
tion [12]. Bounding box or segmentation labels require time-
consuming and cumbersome manual labeling by highly
trained experts though new methods are being explored to
augment this process [13, 14]. We similarly tested a workflow
in which AI is implemented in parallel to expedite the labeling
process. Approximately two thirds of a training dataset was
manually labeled by a group of board-certified diagnostic ra-
diologists, two AI machine learning annotation (MLA)
models were developed based on those labels, and the
resultingMLAs augmented the manual labeling of the remain-
ing third of the dataset. All the human-approved annotations
were then reviewed and adjudicated by subspecialty-trained
thoracic radiologists with modification of the pneumothorax
contours in a small percentage of cases as deemed appropriate.
This annotated and adjudicated dataset is now available to the
public [10] in hopes of advancing the translation of useful AI
models into practice, and we believe our MLA methodology

could further expedite development of additional highly cu-
rated AI datasets.

Methods

Chest radiographs were obtained from the National Institutes
of Health (NIH) Chest X-ray Dataset of 14 Common Thorax
Disease Categories [11]. This dataset includes nearly 111,000
weakly labeled frontal chest radiograph views in Portable
Network Graphics (PNG) format. These weak labels were
derived from radiology reports using natural language pro-
cessing techniques with the understanding that there may be
inherent labeling inaccuracies. A subset of 15,302 chest radio-
graphs was derived from the weak labels to generate a bal-
anced mix of positive, negative or normal, and intermediate
disease states for the pneumothorax use case. A total of 5302
radiographs were weakly labeled with “pneumothorax,” 5000
with “no findings,” and 5000 that were not labeled pneumo-
thorax or no findings. These PNG images were converted to
the Digital Imaging and Communications in Medicine
(DICOM) format and imported into an annotation platform.

We aimed to improve on the provided NIH labels by cre-
ating more specific and information-rich label definitions
[Table 1]. Pneumothorax was defined as a freeform segmen-
tation. “Normal” was an image-level weak label intended for
radiographs that had normal cardiopulmonary findings but
which still might have benign osseous findings such as degen-
erative disc disease or common medical instrumentation such
as pacemakers or central venous catheters . “No
pneumothorax/not normal” was an image-level weak label
intended to capture all other abnormal cardiopulmonary find-
ings such as pulmonary nodules, consolidations, and pleural
effusions. “Chest tube” was defined as a line segmentation;
chest tubes were labeled because their presence is correlated
with pneumothorax, so we believed that any AImodel derived
from this data that is intended to detect de novo
pneumothoraces would likely need to take this potential bias
into account. “Question/exclude” was a weak label for exams
that needed further review or possible exclusion such as lateral
views or abdominal radiographs.

Six board-certified radiologists from five institutions
[Table 2] with a mean of 8.2 years experience (range 1–12)
participated in the annotation process. Annotation was

Table 1 Annotation categories for this project

Pneumothorax

Normal

No Pneumothorax/Not Normal

Chest Tube

Question/Exclude
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performed using a web-based commercial annotation platform
(MD.ai, New York, NY) which allowed for window/level ad-
justment as well as zoom and pan. Readers were blinded to
other readers’ annotations. Segmentation annotations (pneu-
mothorax and chest tube) were performed by creating unlim-
ited free-form bounding control points; the pneumothorax
segmentations were then comprised of the area enclosed and
the chest tube segmentations as the line defined by the control
points. The control points could be adjusted and refined after
annotation. It should be noted that for a singular class label of
pneumothorax or chest tube, there could be multiple segmen-
tations accounting for the possibility of multifocal or bilateral
pneumothorax and more than one chest tube.

All the initial radiologists first annotated the same set of
100 randomly selected images during a warm-up period, and
this process was reviewed as a group to ensure consistency
with the process, familiarization with the program, and to
answer any questions. Each radiologist was then assigned
1500–2000 cases for a total of 10,902 (approximately 71%
of the entire set). Any image that was labeled as question/
exclude was reviewed as a group and either updated with a
label using consensus agreement or excluded (i.e., abdominal
radiographs, lateral views, or images that excluded the major-
ity of the chest and were not interpretable for this purpose).
Forty-five exams (0.3%) were excluded leaving a total of
15,257 in the final dataset.

After annotation of the first 10,902 exams in the dataset,
two separate Mask Regions with Convolutional Neural
Networks (Mask R-CNN) [15, 16] models were trained on
these manual labels to generate candidate MLAs for pneumo-
thorax and chest tubes respectively. For the chest tube MLAs,
the resulting mask was post-processed to a freeform line to
match the training annotation format. These MLA models
were then used to generate candidate annotations for the sub-
sequent 4355 exams left in the dataset [Figs. 1 and 2]. The
same six radiologists were assigned the remainder of the
exams, divided roughly equally, to complete the annotation
process. Candidate labels were displayed on the new images,
and the radiologists could choose to approve, modify, or delete
these labels and were also allowed to create new labels to

finalize the annotations. The weak labels normal, no
pneumothorax/not normal, and question/exclude were still ap-
plied manually though the presence of pneumothorax or chest
tube MLAs could be used for guidance in this process.

Annotation timestamp data was extracted from the annota-
tion platform in an attempt to assess how the MLA process
affected workflow. EachMLAwas assigned a uniquemachine
learning model identifier so these could be distinguished from
manual labels which had their own unique identifier. Some
MLAs were updated by humans, and this could be reliably
distinguished using the timestamps and metadata from when
they were updated.

All annotations were then independently reviewed by 12
subspecialty thoracic radiologists followed by adjudication by
an additional subspecialty thoracic radiologist from the STR.
These 13 radiologists were from ten institutions with a mean
of 11 years of experience (range 2–30) [Table 3]. For cases
where both radiologist annotations and MLAs were present,
STR radiologists were instructed to agree or disagree with
annotations of radiologists and disregard the MLAs. STR ra-
diologists modified pneumothorax contours where appropri-
ate. STR radiologists did not assess the accuracy of chest tube
labeling.

Final adjudication of the combined readings from both
groups of radiologists was performed by one of the subspe-
cialty thoracic radiologists (CCW) who was not involved with
the independent review phase and had prior experience in
adjudicating datasets [9]. Approximately 10% of the cases
received additional adjudication (1490 exams). These cases
either had disagreement between the two groups (i.e., one
group labeled a pneumothorax and the other did not) or the
STR reader agreed with the annotations on a case but for
various reasons it was not clear to what they were agreeing.
Annotations were reconciled in this adjudication process, but
no further exams were excluded. Any MLAs that were not
agreed with, modified, or otherwise owned by a human anno-
tator were also discarded.

Results

A total of 15,302 exams were initially available, 45 were ex-
cluded, and 15,257 were annotated; 10,902 manually and
4355 with the assistance of MLAs. A total of 59,642 annota-
tions were created; of these, 34,086 were either pneumothorax
or chest tube. The first 10,902 cases were annotated with
11,147 manual pneumothorax and/or chest tube labels over
the course of approximately 64 days. There was a break in
the manual annotation process of approximately 33 days while
the MLA models were generated. A total of 22,297 MLAs, of
which 15,950 were pneumothorax and 6347 were chest tube,
were generated and added to all 15,302 exams over the course
of 2 days. Following the addition of these MLAs, in the

Table 2 Society for Imaging Informatics in Medicine (SIIM)
radiologists who participated in the initial annotation process, in
alphabetical order by last name

Annotator Institution Years experience

SB University of Central Florida 12

RWF MedStar Georgetown University Hospital 9

PCL Thomas Jefferson University Hospital 7

MRP Thomas Jefferson University Hospital 1

PP Diagnostic Imaging Associates 8

GS Weill Cornell Medicine 12
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remaining 4355 exams that were to be annotated, 2087 MLAs
were modified (1084 pneumothorax; 1003 chest tube), 642
new labels were created manually (170 pneumothorax and
472 chest tube), with the remainder of the MLAs discarded.
While the annotation process of the first 10,902 cases took 64
days, the group was able to complete the second set of 4355
cases in approximately 17 days including the 2 days required
to deploy the MLAs (Fig. 3). The group of 12 STR radiolo-
gists reviewed all of the annotated cases over 62 days, after
which the final STR radiologist reviewed and adjudicated the
approximately 10% of cases with disagreements over a period
of 5 days.

A focused subset MLA performance assessment found
our chest tube MLAs to be more accurate than our pneu-
mothorax MLAs with a mean area precision (mAP) of
77% and 46% respectively for annotations with a
bounding box intersection over union (IOU) of greater
than 50%. However, performance was lower when com-
pared against radiologist verification. Precision was com-
pared against radiologist-modified annotations and was
lower at 46% and 22% for chest tube and pneumothorax,
respectively. True positives were counted when MLAs
were agreed with, false positives for those that were de-
leted, true negatives for those where no MLAs were

proposed and no annotations were created manually, and
false negatives for those where MLAs were not proposed
but the radiologist created annotations. Based on these
assumptions, sensitivity was much higher for the pneumo-
thorax MLAs at 87% compared to a specificity of 35%
while sensitivity and specificity were similar for chest
tube MLAs at 76% and 78% respectively [Table 4].

While we did not gather enough data across the entire an-
notation process to properly calculate comparable perfor-
mance metrics, we made a limited subjective assessment. A
total of 22,297MLAs were deployed across all 15,302 exams.
Assuming a similar distribution across exams, this means ap-
proximately 6345MLAs (4539 pneumothorax and 1806 chest
tube) were deployed on the 4355 exams that remained after
the manual annotation process. Of these, 2087 were modified
(1084 pneumothorax and 1003 chest tube) which means the
MLAs were correct or at least partially correct, 642 new an-
notations were created (170 pneumothorax and 472 chest
tube) which means there were certainly some false negative
MLAs, and approximately 3625 MLAs were discarded (3285
pneumothorax and 331 chest tube) indicating a relatively high
rate of false positives in particular for pneumothorax. If we
consider the 2087 modified annotations as true positives, the
sensitivity of the MLA process overall is approximately 76%.

Fig. 1 Examples of proposed
machine learning annotations
(MLA) in the annotation platform
where both chest tube and
pneumothorax MLAs are true
positives
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The true negative rate is not definitively known, but even if
one assumes a relatively high number of true negatives, the
specificity is likely fairly low given the large number of false
positives. Pneumothorax MLA sensitivity appears somewhat
higher at the expense of specificity given the small number of
false negatives and high number of false positives. Chest tube

MLAs appear to have higher specificity given the relative low
number of false positives. Clearly, there are limitations to this
thought experiment, but the approximated performance char-
acteristics are comparable at least in relationship between sen-
sitivity and specificity to the more focused assessment de-
scribed above.

Fig. 2 Examples of a proposed
machine learning annotation
(MLA) in the annotation platform
where the suggested
pneumothorax is a false positive

Table 3 Society of Thoracic Radiology (STR) radiologists who participated in the secondary review and adjudication process, in alphabetical order by
last name.

Annotator Institution Years experience

VAA University of Arizona 10

MGA Perelman School of Medicine at the University of Pennsylvania 7

MCG UT MD Anderson Cancer Center 14

RG Rush University Medical Center 2

RRG Beth Israel Deaconess Medical Center 13

SBH University of Kentucky 6

JJ University of Maryland School of Medicine 15

AL University of Iowa 9

SMN The Permanente Medical Group, Inc. 30

PS Rush University Medical Center 12

DV University of Michigan 8

CCW UT MD Anderson Cancer Center 12

KY University of Arizona 5
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Discussion

This annotation project contributes to existing work by ex-
tending available datasets with expert annotations and also
by making the resulting data public to spur new AI model
research and development. We also explore the concept of
using AI model development during the course of an annota-
tion project to expedite the remaining annotations.

The generated MLAs exhibit relatively high sensitivity at
the expense of specificity based on our focused subset analy-
sis. A similar pattern is suggested over the entire annotation
process, but this evaluation is substantially limited as de-
scribed above due to lack of needed detail. A prospective,
carefully controlled analysis of MLA performance character-
istics over the course of an entire annotation project would be
an interesting and useful future direction; a similar assessment

Fig. 3 Time required to complete the annotation process with the manual first half taking substantially longer than the second half after deployment of
machine learning annotations (MLA)

Table 4 Performance characteristics of the Mask Regions with Convolutional Neural Networks (Mask R-CNN) machine learning annotations (MLA)
based on a focused subset MLA analysis.

Pneumothorax mask R-CNN Model Chest tube mask R-CNN Model

PR values based on bounding box with IOU > 50% mAP 0.46 0.77

Sensitivity 0.47 0.77

PR values based on generated mask Precision 0.22 0.46

Sensitivity 0.87 0.76

Specificity 0.35 0.78

TP 0.15 0.15

FP 0.53 0.18

FN 0.29 0.62

TN 0.02 0.05

J Digit Imaging (2020) 33:490–496 495



could be performed to assess human performance bymanually
labeling a dataset followed by MLA deployment and adjudi-
cation. We believe relatively sensitive MLAs that sacrifice
some specificity could be preferable for candidate annotation
generation in this setting, but this has not been formally stud-
ied to determine how this affects label accuracy or quality.
Finally, it appears more clear that interval MLA generation
speeds the subsequent annotation process, but time must still
be allocated to generate the MLA models and we did not
control for other factors such as annotators becoming more
facile with the annotation process over time.

Additional limitations of this work include the fact that the
dataset is comprised of chest radiographs from a single source
(NIH) and only frontal views were annotated; a more robust
and generalizable dataset from additional institutions with an-
notation of lateral views could be valuable. Now that the
dataset is public, this could facilitate the addition of more
heterogeneous images and could allow further adjudication
and refinement.

Conclusion

Publicly available training and testing datasets with highly
curated and detailed annotations are important to further arti-
ficial intelligence in radiology. Machine learning annotations
appear to expedite the rate-limiting, expensive, and cumber-
some annotation process but further study is required to con-
clude this more broadly.
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