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1. Introduction

Poor teamwork and communication have been identified as important contributors to 

medical errors.1,2 The high stress, emergent, and time-dependent nature of acute trauma 
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resuscitation can amplify problems with teamwork, which can potentially lead to medical 

error. Improving trauma team performance has become the focus of many studies, with 

simulation-based team training becoming increasingly popular to address deficiencies in 

team skills.3–6 Trauma team training using simulation is thought to improve leadership, 

teamwork skills, and resuscitation process efficiency.7,8 Accurately and reliably measuring 

teamwork skills to demonstrate the impact of team training, however, remains difficult due 

to a paucity of validated assessment tools that are easily deployable.

Expert assessment of team performance is the current gold standard for measuring 

teamwork, but the use of experts is subject to scheduling difficulties and is a strain on 

valuable faculty resources. These obstacles can be minimized by using video review by 

experts, but this methodology has an inherent delay and does not allow immediate 

assessment or feedback. Self-assessment of team performance by members of the 

resuscitation team is an attractive option because: 1) it does not incur the cost of expert 

evaluators, and 2) the assessment can be performed in real time. Self-assessment is also an 

integral component self-directed learning and can be as effective as instructor-led teaching in 

some settings.9 Physicians’ self-assessments, however, are often inaccurate when compared 

to experts’ assessments – particularly for non-technical skills.10–12 Although self-assessment 

of team performance in a multidisciplinary trauma setting is appealing, its validity and 

reliability are not known.

The NOn-TECHnical skills (NOTECHS) scale is a tool for evaluating team performance of 

non-technical skills in five categories: leadership, cooperation, communication, assessment 

and decision making, and situational awareness. It was initially adapted from the airline 

industry for assessing surgical teams and later modified for use with trauma teams as the T-

NOTECHS scale.13,14 When used by expert reviewers, T-NOTECHS has been validated in 

simulated and live trauma resuscitation. Its clinical relevance has also been demonstrated by 

its correlation with improved clinical performance.8 While administration by the 

multidisciplinary resuscitation team members – rather than expert reviewers – may increase 

the practical utility of T-NOTECHS, its validity as a self-assessment tool is unknown. The 

purpose of this study was to: (1) determine the reliability of team-based self-assessment 

using T-NOTECHS during simulated pediatric trauma resuscitation, and (2) determine the 

concurrent validity of team-based self-assessment using T-NOTECHS compared to the gold 

standard expert assessment. We hypothesized that self-assessment using the T-NOTECHS 

instrument would be a valid and reliable method of measuring trauma team performance as 

compared to the gold standard of expert assessment.

2. Methods

An in situ simulated multidisciplinary pediatric trauma resuscitation training program was 

implemented to improve team performance at our urban, free-standing children’s hospital 

that has been designated and verified as a level I pediatric trauma center. After Institutional 

Review Board approval, data was prospectively collected in conjunction with this training 

program from fifteen consecutive simulated pediatric trauma resuscitations. A panel of 

experts and all trauma team participants assessed team performance during each of the 

simulated resuscitations.
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2.1. Participants

In situ high-fidelity simulated resuscitations were held in an emergency department (ED) 

trauma bay with a multidisciplinary team. All participants were providers who respond to 

level I trauma activations, which are the highest acuity trauma activations in our institution. 

Each trauma resuscitation team consisted of at least twelve providers according to hospital 

protocol: pediatric surgery fellow, junior surgical resident (PGY 2 or 3), pediatric emergency 

medicine (PEM) attending, three ED nurses, pediatric intensive care unit (PICU) nurse, 

respiratory care practitioner, radiology technologist, clinical pharmacist, ED technician, and 

nursing supervisor. Individual roles and responsibilities for each provider at a level I trauma 

activation were delineated in the hospital trauma resuscitation protocol. The pediatric 

surgery fellow functioned as the trauma team leader and the PEM attending was responsible 

for airway management.

2.2. Simulation-Based Training and Debriefing

Actual level I trauma activations were paged-out to the on-call trauma team with a ten-

minute pre-arrival notification. Once respondents arrived in the trauma bay, they were 

informed it would be a simulation and were briefed on the simulation exercise. After a 30-

second simulation briefing, teams were given about two minutes before patient ‘arrival’ to 

prepare for the resuscitation. Simulated scenarios included patients injured by several 

mechanisms, including (1) fall from a height with tension pneumothorax, (2) fall from 

height with traumatic brain injury, and (3) motor vehicle collision with facial trauma and 

hemorrhagic shock. We used high-fidelity pediatric simulators, each tailored to the 

respective educational scenario: SimBaby™ (Laerdal Medical, Stavenger, Norway), 

Gaumard HAL S3004 pediatric simulator (Gaumard® Scientific, Miami, FL), and 

TraumaChild® (Simulab Corporation, Seattle, WA). Each scenario was designed to progress 

rapidly to full traumatic arrest within minutes without intervention, and be completed within 

10–15 minutes. All scenarios required procedural intervention, including intubation, chest 

tube placement, or surgical airway placement. To preserve fidelity, the team used actual 

supplies and medications from the trauma bay. Following completion of each scenario, all 

participants were immediately led through a 40-minute debriefing by either a PEM attending 

or pediatric surgery attending trained in debriefing methods. These sessions focused on 

teamwork, medical knowledge, and a review of hospital specific trauma protocols using the 

advocacy-inquiry debriefing method.15,16

2.3. Outcomes Measurement

Team function was assessed with the T-NOTECHS instrument,8 a version of the NOTECHS 

tool revised for use in trauma resuscitation. T-NOTECHS assesses performance using a five-

point scale with objective anchors for each of five domains: (1) leadership, (2) cooperation 

and resource management, (3) communication and interaction, (4) assessment and decision 

making, and (5) situational awareness/coping with stress. A score of ‘five’ represented ideal 

behavior within the domain, and a score of ‘one’ represented poor performance. Overall 

team performance was then quantified by total T-NOTECHS score, the additive sum of all 

five domain scores.
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Each session was assessed by a different set of three expert raters who were selected from a 

group of eight expert raters based on availability. Expert raters included physicians and 

nurses with expertise in trauma care, and were all members of the study team (ARJ, JSU, 

TPC, EC, IM, MW, AR, LCY). Each expert evaluated between 1 to 11 different sessions 

(median 6 sessions). Expert raters received brief instruction in the use of the instrument, 

including specific review of the objective anchors on each scale as well as examples of team 

performance that demonstrate each anchor. Rating forms were then provided to each expert 

rater before the simulation began. Expert raters were not part of the resuscitation team 

during the simulation, but did participate in debriefing exercises after the simulation was 

completed.

At the conclusion of the debriefings, all members of the resuscitation team were given a T-

NOTECHS assessment form and asked to assess the resuscitation team’s performance. 

Resuscitation team members did not receive any instructions on how to use the T-

NOTECHS instrument. No identifying information was collected on this form other than 

self-identified provider role in the resuscitation (i.e., ‘nurse’ or ‘pharmacist’). All forms 

were collected from expert raters as well as team members prior to leaving the trauma bay.

2.4 Statistical Analysis

Boxplots and scatter plots with horizontal and vertical standard error bars were used to 

determine and understand the variability among the experts’ and self-assessors’ scores for 

the five T-NOTECHS domains (subscales) as well as the total composite T-NOTECHS 

score. Scatterplots with horizontal and vertical standard errors bars were produced to show 

the variability of the scores within experts (vertical bars) and non-experts (horizontal bars) 

together, which can be easily ignored when just looking at just the means or medians alone. 

Identities of expert raters were recorded and allowed analysis of variability between different 

expert raters, but team members performing self-assessment were anonymous and therefore 

treated as independent raters. Inter-rater reliability was assessed for the five domains with 

ordinal outcomes using a linear weighted kappa,17 and for total composite T-NOTECHS 

using intra-class correlations (ICC) obtained from a mixed model accounting for session 

clustering. The intra-class correlations were calculated from the covariance parameters from 

the mixed models. Using three expert raters and 8 to 15 randomly selected team self-

assessment raters for each session would be equivalent to the type ICC (1,1) if using an 

ANOVA model. Agreement between every pairing of raters was also assessed by session 

using Bland Altman plots for the total score, which was treated as a continuous outcome. A 

mixed effects model accounting for session clustering was used to determine if expert 

ratings for the five domains and composite total were statistically different from the self-

assessment team. All analyses were performed using SAS software v. 9.4 (SAS Institute 

Inc.), and the scatter plots were produced in R v. 3.3.1. Significance tests were two-tailed, 

with α=0.05.

3. Results

One hundred sixty-three individual team members performed team self-assessment over 15 

simulated scenarios (38 physicians, 57 nurses, 17 respiratory care practitioners, six 
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pharmacists, one radiology technologist, 10 ED technicians, and 34 did not indicate role). 

Eight to 15 (median 10) team members performed self-assessment per session. Since team 

members’ ratings were anonymous, we were unable to determine if a rater rated more than 

one session.

Variability in the scores for the five T-NOTECHS domains and for the composite total score 

differed by session between experts and team self-assessment (Fig. 1). For most domains, 

expert raters demonstrated more variability in scores compared to the self-assessors. 

Evaluation of sessions with a wider range of variability indicated that among expert raters, 

one rater generally scored lower than others in most of the five domains. Another expert 

rater appeared to score much higher in the decision making domain; however, since this rater 

was assigned to rate only one session, we do not know if this was due to chance or if the 

rater tended to rate higher in general. With regards to total score, the Bland Altman plots 

showed much more disagreement across raters for the self-assessment group. Since the 

raters were anonymous, we were unable to determine if a specific rater was systematically 

scoring differently from other providers. For self-assessments that contained identifying 

information on provider role (i.e., nurse, physician, RCP, pharmacist) we assessed for 

systematic differences in ratings by role type. There was large disagreement across raters of 

specific roles, but this was random. Raters from any given role did not systematically score 

better or worse compared to the others’ roles for the five domains or total composite score.

The weighted kappa’s indicated slight to moderate agreement (0.01–0.20, slight agreement; 

0.21–0.40, fair agreement; 0.41–0.60, moderate agreement)18 ranging from 0.10 to 0.48 in 

experts and 0.10 to 0.31 in the self-assessment team for the five domains (Table 1). Experts 

tended to have better agreement than the self-assessors when scoring leadership, 

communication, and decision making domains. Team self-assessors agreed more in the 

domains of resource management and situational awareness. Total composite T-NOTECHS 

scores were similar between experts and self-assessors (ICC=0.57 and 0.56, respectively).

Comparison of T-NOTECHS scores between self- and expert assessments demonstrated that 

leadership domain scores were not different. Self-assessment scores were significantly 

higher, however, for the other four domains (resource management, communication, 

decision making, situational awareness) and for total composite T-NOTECHS scores. (Table 

2).

4. Discussion

In this study, several findings were observed regarding teamwork assessments. First, self-

assessment T-NOTECHS scores were higher than expert scores in four of five domains. We 

also observed a higher level of inter-rater reliability among the self-assessment scores of 

team participants compared to expert scores in the domains of resource management and 

situational awareness. These results suggest that expert and self-assessments are different, 

and that self-assessment should not replace expert raters when evaluating resuscitation using 

the T-NOTECHS.
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This study found team members assigned higher rating scores to their own team’s 

performance than those scores assigned by expert independent observers, except in the 

domain of leadership. This difference is consistent with prior work by Steinemann showing 

that (1) trauma attendings and critical care nurses embedded in the resuscitation team rate 

team performance higher than expert observers in the total T-NOTECHS composite score 

and (2) nurses rate performance higher than expert observers in all domains except 

leadership.19,20 Self-assessments may be more accurate due to increased insight into 

nonverbal communication, decision making processes, and awareness of ongoing events. 

Expert reviewers completed their assessments in real time, and may have missed specific 

events or statements. Expert reviewers may also have been biased to search for areas of 

improvement to discuss in the subsequent debriefing and may have focused on poorly 

performed actions. Because most expert raters graded more than one simulation, they could 

have reflected on prior performances to introduce a bias into their scoring that the team 

members did not have.

Alternatively, self-assessment scores could be an inaccurate reflection of actual team 

performance due to lack of objectivity by team members. Team members provided self-

assessments following the debriefing in which elements of the resuscitation process are 

summarized. They may be reporting post-debriefing impressions that were augmented only 

by the debriefing process and not necessarily reflective of their immediate perceptions 

during the actual resuscitation. We would expect that this effect would bias us toward the 

null hypothesis with self-assessment more closely resembling expert assessment. If this is 

the case, the true difference may be larger than we have demonstrated. Team members may 

have also overestimated the quality of team performance because all resuscitations ended in 

the patient “being saved”. Participants may also have been too engaged in their tasks during 

the resuscitation to notice subtle errors and missed communication events.

Leadership, communication, and decision making often require more verbal communication 

skills, which may have made these domains much easier for expert reviewers to grade. In 

contrast, resource management and situational awareness may require more internalized 

thought processes, which may account for the discrepancy between self- and expert 

assessments. For example, team members may have been aware of resource utilization but 

no overt demonstration of this awareness was visible to raters. Expert reviewers may have 

observed chaos during the simulation and interpreted this as poor resource management and 

situational awareness. Although each individual team member may have had an individual 

understanding of the shared team mental models for resource management and situational 

awareness, these models may not have been consistent between individuals. Alternatively, 

the self-assessment may be overestimating team function in these domains and experts may 

more closely represent truth. This discrepancy highlights the challenge of verbalizing 

thoughts and communicating effectively in high stress, multidisciplinary trauma team 

resuscitations. Internalization of concerns, rather than verbalizing them, is potentially 

dangerous and a contributor to poor team performance. Because many procedures and 

assessments occur simultaneously during trauma resuscitation, all providers need to visibly 

and vocally demonstrate situational awareness so that all participants form a shared mental 

model.
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The low to moderate kappa and ICC in both groups may indicate a lack of agreement within 

the raters. Because expert raters did not rate all sessions and self-assessment raters were 

anonymous, it is difficult to determine if the lack of agreement was due to using different 

raters. The validation study of T-NOTECHS showed highest expert inter-rater reliability 

when reviewing video recordings of trauma simulations.8 In contrast, our raters completed 

their assessments immediately after the simulation debriefing, in real time. Another T-

NOTECHS study showed that inter-rater agreement among expert raters was lower when 

evaluating larger resuscitation teams (8–9 members) compared to smaller teams (5–7 

members).19 At our institution, 12 providers respond to level 1 trauma activations. 

Therefore, it may have been unrealistic to have our expert raters evaluate such a large trauma 

resuscitation team in real time. Perhaps assessment at a delayed interval, after reviewing the 

video recording, and more training in the use of T-NOTECHS would yield higher inter-rater 

reliability.

Previous studies with other teamwork assessment tools have shown that greater similarity in 

experience level and medical specialty result in more consistent scores between raters.13,21 

In the original T-NOTECHS study, expert raters were all critical care nurses with experience 

in scribing during trauma resuscitations but minimal patient contact.8 In contrast, our expert 

raters were physicians and nurses from different subspecialties and disciplines, but each with 

several years of experience in hands-on patient care during trauma resuscitations. Although 

these differences between our expert reviewers may have contributed to the lower degree of 

consistency, this group of reviewers is more representative of the diversity of roles on the 

trauma team. These results may therefore be a more accurate assessment of T-NOTECHS’ 

validity when used by diverse expert reviewers.

The expert raters here used different methods of training to expertise than a previously used 

approach.8 Reported training protocols consisted of pre-reading, a one-hour workshop on T-

NOTECHS, practice evaluations of videotaped simulations, and then further additional 

training sessions over the six-month trial period. Expert reviewers in our study participated 

in a shorter session with only verbal discussion of the T-NOTECHS instrument, specific 

criteria, and examples of representative team behavior for each point on the scale. This 

abbreviated protocol is one of the significant limitations of this study, but it is a more 

pragmatic implementation of T-NOTECHS. More extensive training is not practical when 

available external expert reviewers are integrated into a quality improvement-targeted 

training program or when used for large groups as a self-assessment tool.

The self-assessment scores in this study should be interpreted in light of key limitations. 

Specifically, one compromise of the study design was to not incorporate team members into 

the T-NOTECHS training. As outlined above, only expert raters underwent the training – a 

relatively exhaustive process which is most practical for a small group of individuals. A 

significant resource investment would have been required to train all 190 potential providers, 

although this may be possible in future follow-up studies. An additional limitation of the 

self-assessment scores is the potential relationship with provider specialty. We attempted to 

account for this potential confounder by performing subgroup analyses based on specialty, 

which showed no significant differences in T-NOTECHS scores. However, 21% of team 

members did not report their specialty, so this analysis was likely biased due to missing data.
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A further limitation of this study is the lack of ‘low-performing’ teams. We noted a 

clustering of teams toward the middle and high-performing range of the scale with no teams 

performing at the bottom of the scale. This is not surprising as this in situ study was 

performed with on-duty clinician resuscitation teams and not exclusively with trainees. ‘Low 

functioning teams’ would not be permitted to function as trauma resuscitation teams in our 

institution. The inclusion of an extremely low- or high-performing team would have 

increased the spread of the scale and perhaps increased the expert rater reliability of the 

assessment and the ability to correlate across a wider range of scores. Future studies that aim 

to study discriminant validity of this assessment will need to intentionally include novice 

teams to adequately assess validity.

In conclusion, assessment of team function continues to be a challenge. Expert assessment 

and self-assessment cannot be used interchangeably with the T-NOTECHS instrument for 

pediatric trauma resuscitation. It is unclear from these results which assessment closer 

reflects the ‘truth’. Certain aspects of team performance may be better assessed by members 

within the team, while others may be better assessed by independent observers. The T-

NOTECHS instrument may benefit from further refinement – potentially using a mixture of 

self- and expert assessments for differing domains to increase the accuracy. Criterion-related 

validation studies are necessary to investigate if this hybrid approach would improve 

accuracy.
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Figure 1: 
Scatterplot of mean scores comparing expert and team self-assessment for each of the five T-

NOTECHS domains and total composite score (N=15 teams assessed). Error bars represent 

standard error for expert raters (vertical) and team member self-assessment (horizontal).
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Table 1:

Weighted kappa and intra-class correlation for T-NOTECHS assessment within expert and team self-

assessment. Weighted kappa reported as kappa score (95% confidence interval).

Expert Self-Assessment

Domains Weighted Kappa Weighted Kappa

Leadership 0.48 (0.33, 0.64) 0.26 (0.21, 0.30)

Resource Management 0.20 (0.03, 0.37) 0.31 (0.27, 0.36)

Communication 0.27 (0.10, 0.44) 0.24 (0.20, 0.29)

Decision Making 0.17 (−0.02, 0.35) 0.10 (0.05, 0.14)

Situational Awareness 0.10 (−0.05, 0.26) 0.25 (0.20, 0.30)

Intra-Class Correlation Intra-Class Correlation

Total Composite T-NOTECHS 0.57 0.56
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Table 2:

Comparison of T-NOTECHS rating between expert and team self-assessment. LS Mean = Least squares mean, 

SE = Standard Error.

Expert Self-Assessment

Domains LS Mean SE LS Mean SE p-value

Leadership 3.59 0.21 3.73 0.18 0.28

Resource Management 3.38 0.17 3.85 0.14 <0.01

Communication 3.33 0.17 3.60 0.15 0.02

Decision Making 3.47 0.16 3.85 0.12 <0.01

Situational Awareness 3.40 0.16 4.07 0.13 <0.01

Total Composite T-NOTECHS 17.17 0.72 19.10 0.65 <0.01
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