
Article
Exon Definition Facilitates Reliable Control of
Alternative Splicing in the RON Proto-Oncogene
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ABSTRACT Alternative splicing is a key step in eukaryotic gene expression that allows for the production of multiple transcript
and protein isoforms from the same gene. Even though splicing is perturbed in many diseases, we currently lack insights into
regulatory mechanisms promoting its precision and efficiency. We analyze high-throughput mutagenesis data obtained for an
alternatively spliced exon in the proto-oncogene RON and determine the functional units that control this splicing event. Using
mathematical modeling of distinct splicing mechanisms, we show that alternative splicing is based in RON on a so-called ‘‘exon
definition’’ mechanism. Here, the recognition of the adjacent exons by the spliceosome is required for removal of an intron. We
use our model to analyze the differences between the exon and intron definition scenarios and find that exon definition prevents
the accumulation of deleterious, partially spliced retention products during alternative splicing regulation. Furthermore, it mod-
ularizes splicing control, as multiple regulatory inputs are integrated into a common net input, irrespective of the location and
nature of the corresponding cis-regulatory elements in the pre-messenger RNA. Our analysis suggests that exon definition
promotes robust and reliable splicing outcomes in RON splicing.
SIGNIFICANCE During messenger RNA (mRNA) maturation, pieces of the pre-mRNA (introns) are removed during
splicing, and the remaining parts (exons) are joined together. In alternative splicing, certain exons are either included or
excluded, resulting in different splice products. Inclusion of RON alternative exon 11 leads to a functional receptor tyrosine
kinase, whereas skipping results in a constitutively active receptor that promotes epithelial-to-mesenchymal transition and
contributes to tumor invasiveness. Intron retention results in deleterious isoforms that cannot be translated properly. Using
kinetic modeling, we investigate the combinatorial regulation of this important splicing decision and find that the
experimental data support a so-called exon definition mechanism.We show that this mechanism enhances the precision of
alternative splicing regulation and prevents the retention of introns in the mature mRNA.
INTRODUCTION

Eukaryotic gene expression is controlled at multiple levels.
One important step in eukaryotic gene regulation is splicing,
the removal of intronic sequences from pre-messenger RNA
(mRNA) precursors to yield mature mRNAs. Spliced
mRNAs are then exported from the nucleus and translated
into protein. In alternative splicing, certain exons are either
included or excluded (skipped) to yield distinct mRNA and
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potentially protein isoforms. Additional isoforms can arise
from intron retention, meaning that one or more introns
are not removed during splicing. Alternative splicing is
thought to be key to transcriptome and proteome complexity
in higher eukaryotes and is perturbed in multiple diseases,
including cancer (1–5). The analysis of specific alternative
splicing events potentially allows for the identification of
new targets for cancer immunotherapy (6,7) and may
provide strategies to combat cancer therapy resistance (8).

Mis-splicing involving intron retention usually leads to
deleterious isoforms containing stop codons or frameshifts
that disrupt the open reading frame. Intron retention thus
should be in most cases avoided in alternative splicing regu-
lation because it reduces the amount of functional protein
resulting by translation. This is also the case in RON because
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the intron upstream of alternative exon (AE) 11 contains a
stop codon, and the downstream intron shifts the open
reading frame. Expression of functional RON protein there-
fore requires the prevention of intron retention isoforms.

Splicing is catalyzed by a complex molecular machine,
the spliceosome, which recognizes splice consensus
sequences in nascent pre-mRNAs. The resulting splicing
reaction generates mature mRNAs by removing intronic
and joining exonic sequences. The catalytic cycle is initiated
by recruitment of the U1 and U2 small nuclear ribonucleo-
protein (snRNP) subunits to the 50 splice site and the branch
point upstream of the 30 splice site, respectively. Upon
joining of further subunits (U4-U5-U6 snRNPs) and exten-
sive remodeling, a catalytically active higher-order complex
is formed. Alternative splicing is commonly regulated by
differential recruitment of the U1 and U2 snRNPs. In
most cases, such modulation occurs by auxiliary RNA-bind-
ing proteins (RBPs), which promote or inhibit U1 or U2
snRNP recruitment by binding to intronic or exonic cis-reg-
ulatory elements (1,4,9,10).

Spliceosome assembly may occur by two conceptually
different mechanisms: in ‘‘intron definition,’’ the U1 and
U2 snRNPs directly assemble across the intron to form a
catalytically competent spliceosome. Alternatively, a
cross-exon complex of U1 and U2 snRNPs forms first in
a process termed ‘‘exon definition’’ and is then converted
into the catalytic cross-intron complex. The simpler intron
definition scenario is thought to be the default splicing
mechanism for short introns (<200 bp) that allows for effi-
cient cross-intron spliceosome complex formation (11,12).
Accordingly, intron definition is prevalent in lower organ-
isms such as Saccharomyces cerevisiae and Drosophila
melanogaster that often display just one or few short
introns per gene (12–14). In contrast, exon definition seems
to be required for splicing of most mammalian genes
because these typically contain long introns and short
exons (12–14). The predominant role of exon definition
in mammals is supported by splice-site mutation effects
on splicing outcomes and by the coevolution of cis-regula-
tory elements across exons (12,14,15). Furthermore,
mathematical models accurately described human splicing
kinetics when assuming an exon definition mechanism
(16,17).

Here, we study how intron and exon definition affect the
precision and efficiency of alternative splicing regulation.
We compare both mechanisms using mathematical
modeling, study their functional implications, and test
the models against comprehensive high-throughput muta-
genesis data. As a model system, we use a cancer-relevant
human alternatively spliced exon in the RON receptor tyro-
sine kinase gene (MST1R), in which the flanking introns
are short (87 and 80 nt), implying that both intron and
exon definition scenarios are possible (11,12,15). Notably,
our data include measurements of all arising isoforms,
including the ones that exhibit retention of one or both
2028 Biophysical Journal 118, 2027–2041, April 21, 2020
introns. We find that only exon definition quantitatively
explains concerted isoform changes upon sequence muta-
tions. The measured changes in the intron retention
isoforms are crucial to distinguish between the two
splicing scenarios. This evidences once more the impor-
tance of quantifying all present alternative isoforms for
the understanding of a specific splicing event (18). We
further show that the more complex exon definition
pathway provides additional benefits beyond spliceosome
assembly across long introns. Our analysis indicates that
exon definition greatly simplifies alternative splicing regu-
lation compared to intron definition and efficiently pre-
vents the generation of intron retention products, which
are potentially toxic to cells. The presented model provides
a framework for the systems-level analysis of complex
splice isoform patterns and offers insights into the mecha-
nistic principles of alternative splicing regulation.
METHODS

Extraction and clustering of single point mutation
effects on splicing from random mutagenesis
screen

We recently established a high-throughput screen of randomly mutated

minigenes to decode the cis-regulatory landscape that determines splicing

of the AE 11 in the proto-oncogene RON (MST1R). Experimental details

and data have been published in (19). Here, we briefly summarize the linear

regression model that we used in this previous work to identify single point

mutation effects. Furthermore, we describe new, to our knowledge, data

analyses performed in this work.

Most mutated minigenes in the random mutagenesis screen contained

more than one point mutation. As a result, for most mutations only a com-

bined effect on five splice isoforms (AE inclusion, AE skipping, first

intron retention (IR), second IR, and full IR; see Fig. 1 A) was measured.

Linear regression modeling allowed us to infer the effect of single muta-

tions on the splicing outcomes (see Fig. 1 B). The key assumption of the

model was that mutation effects on isoform ratios (e.g., skipping/inclu-

sion) add up in logarithmic space (or, equivalently, that mutations have

multiplicative effects on isoform ratios). The predictive power of the

regression model for individual point mutation effects on the five splice

isoforms was confirmed in two ways: 1) RT-PCR measurements of single

mutation effects that were not part of the model training data set showed

an excellent agreement with the model predictions (Fig. 2 d in (19)), and

2) in a cross-validation approach, we found that a model fitted to subsets

of the original data could accurately predict single mutation minigenes

excluded from the training data set, as soon as the corresponding muta-

tion occurred in at least five minigenes (in combination with other muta-

tions) in the training data set (Fig. 2 c in (19)). Based on these findings,

we concluded that single point mutation effects on splice isoforms as in-

ferred by regression can be used as a basis for kinetic modeling of

splicing decisions. Given the high reproducibility of mutation effects in

the initial screen (19), we restricted all analyses described below to the

first RNA sequencing replicate in human embryonic kidney (HEK)

293T cells (19).

In Fig. 1 C, single point mutation effects on the frequencies of five ca-

nonical isoforms (AE inclusion, AE skipping, first IR, second IR, and full

IR) were clustered to identify recurrent patterns in mutation-induced

splicing changes. In total, 1942 single mutation effects on splicing were

inferred from the random mutagenesis screen (and the splice isoform dis-

tributions of all these mutation effects are shown in Fig. 1 B). The
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FIGURE 1 Sequence mutations in a three-exon

minigene containing RONAE 11 induce concerted

changes in the distribution of splice isoforms. (A)

The studied three-exon-minigene (704 bp) con-

tains RONAE 11 and the complete adjacent introns

and constitutive exons 10 and 12. The wild-type

(wt) sequences of the 30 and 50 splice sites included
in the minigene are shown together with the

corresponding MaxEnt splice site scores. Using

next-generation sequencing, five different splice

products were quantified (as percent of all splice

products) for wt minigenes as well as for single

point mutations (see Methods and (19)). (B) Point

mutations induce strong changes in the splice iso-

form distribution, as visible by the much broader

isoform frequency distributions of the mutated

minigenes compared to the population of 500 un-

mutated wt minigenes. Full IR: full intron reten-

tion. (C) A heat map of splice isoform difference

between mutant and wt is plotted for 510 point mu-

tations (columns) with a strong effect on the

splicing (more than 10% change in at least one

isoform frequency with respect to wt). Mutations

are sorted using hierarchical clustering (cosine dis-

tance), and three main clusters are defined (using

the red line in the dendrogram as a threshold).

(D) The same data as in (C) are given, represented

as boxplots summarizing the isoform distribution

of each cluster for the three main isoforms. Muta-

tions in clusters 1 and 3 induce anticorrelated

changes in inclusion and skipping. In cluster 1,

these changes are most pronounced in absolute

terms, and IR is only slightly changed compared

to wt. Cluster 3 shows weaker changes and altered

IR, though in opposite direction. Mutations

assigned to cluster 2 decrease both inclusion and

skipping and simultaneously increase full IR.

Exon Definition in RON Splicing
majority of these mutations, however, induce only small changes in the

isoform distribution compared to the wild-type. We therefore selected

mutations that induce more than 10% change in at least one of the five

canonical isoforms. For each of these 510 mutations, the vector of

changes with regards to the wild-type for the five canonical isoforms

was built. These vectors were classified using complete linkage hierarchi-

cal clustering and the cosine distance as a similarity measure. Note that

for clustering and plotting of Fig. 1 C, isoform changes of larger than

530% were bounded to 530%, whereas the isoform distributions in

Fig. 1 D do not include such bounding and therefore show larger maximal

changes in isoform frequencies.
Kinetic model of binding and steady-state
distribution of binding states

Alternative splicing is commonly regulated by differential recruitment of

the U1 and U2 snRNPs to the 50 and 30 splice sites. Such differential recruit-
ment affects splicing decisions and thus splice isoform distributions (see

Fig. 1). To mechanistically understand the emergence of the splice outcome

from the binding kinetics, we built an ordinary differential equation (ODE)-

based mathematical model (sketched in Fig. 2). We described the U1 and

U2 binding kinetics and derived the resulting steady-state distribution of
binding states. Two different splice mechanisms (intron and exon

definition; see Fig. 3 A) were implemented to connect the binding states

to splicing decision and measured splice outcomes.

The minigene analyzed in the work contains three exons and corre-

sponding introns (see Fig. 1). For completion, we also include the 50

end of the first exon in the model (altogether six splice sites), even though

mutations of the first splice site were not present in the data set. Combi-

natorial binding of spliceosome subunits (U1 or U2 snRNP) to these sites

results in a total of 26 possible binding states. Fig. 2 shows the considered

binding states and examples of possible transitions between them. We can

assign each binding state a binary vector with entries 1 at the bound sites

and 0 at unbound positions. The completely unbound state (000000) is

produced by transcription and can be bound by the spliceosome. Each

state can turn into another state by binding of the spliceosome at free

splice sites or unbinding of the occupied splice sites. Because we have

six binding positions, each state can switch to one of six other states by

binding or unbinding. Additionally, we assume splicing can take place

and that spliced transcripts are not available for further binding/unbind-

ing. A set of linear ODEs describing the kinetics of the concentration

of transcripts in each binding state can be derived. For example, if we

denote by n001100 the concentration of transcripts in which only both

splice sites of the AE are bound, the temporal evolution of n001100 will

follow
Biophysical Journal 118, 2027–2041, April 21, 2020 2029
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dn001100
dt

¼ koff1 n101100 þ koff2 n011100 þ kon3 n000100

þ kon4 n001000 þ koff5 n001110 þ koff6 n001101
��

kon1 þ kon2 þ koff3 þ koff4 þ kon5 þ kon6
�
n001100 � sn001100;

(1)
where koni and koffi are the binding and unbinding rates at splice site i and s is

the splicing rate (see Fig. 2 and inset). If splicing is slow relative to spliceo-
on off
some binding and unbinding (s � ki ; ki , i ¼ 1, ., 6, rapid equilibrium

assumption), we can neglect the splicing term in Eq. 1 and simplify the

steady-state solution of the ODE system to
n001100 ¼ koff1

kon1 þ koff1

koff2

kon2 þ koff2

kon3
kon3 þ koff3

kon4
kon4 þ koff4

koff5

kon5 þ koff5

koff6

kon6 þ koff6

premRNA (2)
and similar structured terms for all other binding states, where premRNA ¼P
nk is the total amount of the unspliced transcripts. The special solution 2

can be verified by substitution in Eq. 1 and neglecting splicing terms. We

therefore introduce a steady-state recognition probability
2030 Biophysical Journal 118, 2027–2041, April 21, 2020
pi ¼ koni
koni þ koffi

; i ¼ 1;.; 6 (3)

for each splice site i and express the general steady-state solution in the

form

nk
premRNA

¼
Y

i;bound

pi
Y

j;unbound

�
1� pj

�
; (4)

where the first product is taken over all bound sites in state k and the second

product over all unbound sites in state k.
Equation 4 states that the probability for the transcript to end in a

certain spliceosome binding state is a product of the single probabilities

that the splice sites are bound or unbound. In the above derivation for

the spliceosome binding states, we assume that binding and unbinding
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of the spliceosome to the pre-mRNA occur post-transcriptionally. Howev-

er, as discussed in the following, Eq. 4 is also obtained in the case of co-

transcriptional binding and unbinding of the spliceosome, as long as the

splicing reaction only occurs once all six relevant splice sites are

present in the nascent pre-mRNA. By considering the binding of the

spliceosome to a particular splice site i during the process of transcription,

we get

dn0
dt

¼ � koni n0 þ koffi n1;
dn1
dt

¼ þkoni n0 � koffi n1; (5)

where n0(t) and n1(t) are the number of transcripts with the splice site i

unbound or bound, respectively, and we neglect possible co-transcrip-

tional splicing reactions. During transcription, elongating RNA poly-

merase II may deposit the spliceosome and associated factors on the

nascent transcript (20). Therefore, spliceosome assembly will occur

most efficiently in a short time window of opportunity just after

splice-site transcription (and, for simplicity, we neglect later spliceo-

some assembly in our model). If we assume that the time window of

opportunity for recognition of this splice site starts at t ¼ 0 and ends

at t ¼ ti, we can solve the corresponding initial value problem with

n0(0)¼ Ni, n1(0)¼ 0, Ni being the total number of transcripts considered.

Because we have n0(t) þ n1(t) ¼ const. ¼ Ni, we get, by substituting

n1 ¼ Ni � n0 in Eq. 5,

dn0
dt

¼ koffi Ni �
�
koni þ koffi

�
n0; n0ð0Þ ¼ Ni: (6)

Equation 6 can be solved by variation of the constants, leading to the

solution

n0ðtÞ ¼ Ni

koffi þ koni e�ðkoni þkoff
i Þt

koni þ koffi

; t˛½0; ti� (7)

and subsequently

pi ¼ n1ðtÞ
Ni

¼ koni
koni þ koffi

h
1� e�ðkoni þkoff

i Þti
i
: (8)

Thus, in the co-transcriptional case, the final probability for a splice site

to be bound has the same structure as in the post-transcriptional case but

additionally depends on the length of the corresponding time window of

opportunity (ti). Co-transcriptional spliceosome binding or unbinding

therefore introduces a correction term in Eq. 3.

Owing to the rapid equilibrium assumption, Eq. 4 does not hold true in

the general case when splicing is not slow compared to binding or unbind-

ing and especially if splicing reactions can take place before downstream

exons are transcribed. A more complex model considering the competition

of splicing reactions and spliceosome binding and unbinding would include

a higher number of model parameters and could not be calibrated properly

based on these experimental mutagenesis data. The approximations made

above, however, seem to be reasonable for the particular splicing decision

considered in this work because the resulting model quantitatively

describes our data. Moreover, the minigene under consideration is short

(705 bp), so RNA polymerase II with a typical speed of 2 kb/min (21)

should complete transcription within less than 20 s, which is well below

the reported timescale of splicing (22).
clustering are plotted in gray). Mutations with a recognition probability shift of m

being highlighted for each mutation). Mutations in cluster 2 mainly affect the rec

the other two clusters mainly affect alternative exon recognition (p34), although

2032 Biophysical Journal 118, 2027–2041, April 21, 2020
Splice outcome distribution for the intron
definition and exon definition mechanisms

To connect the measured splicing outcome to the binding rates koni and koffi ,

the splice isoform generated from each binding state (i.e., the splicing

decision) has to be identified. For six states (see Fig. S1 A), the splicing

outcome is identical for both intron and exon definition mechanisms. For

example, when all sites are recognized (state 111111), both introns are

spliced out, leading to the inclusion isoform. Similarly, if all except the

two flanking splice sites of the alternative exon are recognized, the only

possible outcome is skipping. Furthermore, for 32 other binding states,

no splicing can occur because no matching 30 and 50 splice sites are recog-
nized (see Fig. S1 B). Thus, the only possible splicing outcome of these

states is full intron retention. For the remaining 26 partially bound states

in Fig. S1 C, the splicing outcome depends of the splicing mechanism

considered. We have tested two different model variants based on intron

and exon recognition mechanisms of splicing (Fig. 3 A). For the intron

recognition mechanism, we assume that an intron is spliced out as soon

as its 30 and 50 sites are recognized. If splicing could occur either across

an intron or across a longer sequence containing both introns and the alter-

native exon (skipping), we assume that the former reaction is much more

efficient and neglect the latter. In the exon definition mechanism, an intron

is spliced out only if the adjacent exons are also fully defined. The resulting

splicing reactions for both mechanisms are indicated in Fig. S1 C. The color

codes the splice outcome for each binding state. By adding the steady-state

probabilities nk/premRNA for all binding states leading to a certain splice

isoform and using Eq. 4, we get the splice isoform distribution in both

models. For the intron definition model, we find the following splice

isoform frequencies

pIDinclusion ¼ inclusion

all isoforms
¼ p2p3p4p5;

pIDskipping ¼ p2ð1� p3Þð1� p4Þp5;

pIDfirst IR ¼ ð1� p2p3Þp4p5;
pIDsecond IR ¼ p2p3ð1� p4p5Þ;

(9)

where pi, i ¼ 1,., 6 are the recognition probabilities of the different splice

sites defined in Eq. 3. The splice isoform distribution resulting for the exon

definition model reads

pEDinclusion ¼ p1p2p3p4p5p6;

pEDskipping ¼ p1p2ð1� p3p4Þp5p6;
pEDfirst IR ¼ ð1� p1p2Þp3p4p5p6;
pEDsecond IR ¼ p1p2p3p4ð1� p5p6Þ:

(10)

For both models, all frequencies add up to one, implying that the full

intron retention probability can be calculated as

pfull IR ¼ 1� pinclusion � pskipping � pfirst IR � psecond IR: (11)

Note that in the exon definition model, p1 and p2 and p3 and p4, as well as

p5 and p6, appear in all formulae only together. We can therefore introduce

p12 ¼ p1p2; p34 ¼ p3p4; p56 ¼ p5p6; (12)
ore than 20% relative to wt are highlighted in bold (only the strongest effect

ognition probability of constitutive exons (p12 or p56), whereas mutations in

in different directions and to a different extent.
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which give the steady-state recognition probabilities of the three exons, and

reformulate Eq. 10:

pEDinclusion ¼ p12p34p56;

pEDskipping ¼ p12ð1� p34Þp56;
pEDfirst IR ¼ ð1� p12Þp34p56;
pEDsecond IR ¼ p12p34ð1� p56Þ:

(13)

Remarkably, these splice isoform distributions are robust to the precise

implementation of the exon definition mechanism: in our model, we assume

that the U1 and U2 snRNPs independently recognize splice sites and that

cross-exon and cross-intron complexes form only later, during spliceosome

maturation (i.e., they influence only the splicing decision made for a given

binding configuration). Alternatively, exon definition may already occur at

the level of initial U1 and U2 snRNPs binding because both subunits

cooperate across exons during splice-site recognition (14,23). Interestingly,

the same isoform distribution formulae as derived above are obtained if we

assume highly cooperative binding of U1 and U2 snRNPs across exons;

then, the binding space in Fig. 2 reduces to only 23 states, in which each

of the three exons is either completely bound or completely unbound,

each exon having the overall recognition probability given in Eq. 12. The

binding state distribution is found as above in Eq. 4, now depending on

the recognition probabilities of the exons as a whole given in Eq. 12.

Assuming that splicing can occur between two bound exons, the distribu-

tion of the splice outcome in Eq. 13 is recovered.
RESULTS

Mutations in the RON minigene induce concerted
splice isoform changes

Using high-throughput mutagenesis and next-generation
sequencing, we recently quantified the splice products
originating from a splicing reporter minigene of the RON
gene for 1942 single point mutations (19). The three-exon
minigene covers RON alternative exon 11 (147 nt) and the
two flanking introns (87 and 80 nt), as well as constitutive
exons 10 and 12 (210 and 166 nt, respectively; Fig. 1 A).
All five splice sites included in the minigene had a compa-
rable wild-type strength, as judged by the MaxEnt 50 and 30

scores (Fig. 1 A; (24)). The wild-type splice-site scores have
an average value when compared to a MaxEnt scan across
all GENCODE annotated exons (25).

In HEK293T cells, the major splice product for the unmu-
tated wild-type minigene is exon 11 inclusion (59%),
followed by full intron retention (21%), exon 11 skipping
(12%), first intron retention (4%), and second intron reten-
tion (4%) (Fig. 1, A and B). 510 out of the 1942 single point
mutations quantified in our study induced significant
changes of >10% in the relative abundance of any isoform
with regard to the wild-type (Fig. 1 C). Using hierarchical
clustering, we sorted these mutations according to their ef-
fect on all isoform frequencies and found three types of
splice isoform changes (Fig. 1 D): in cluster 1, mutations
induced anticorrelated changes in exon 11 inclusion and
skipping, with little change in intron retention isoforms.
The remaining mutations additionally affected intron reten-
tion, either together with correlated changes in exon 11
inclusion and skipping (cluster 2) or with anticorrelated
changes in inclusion and skipping (cluster 3). Taken
together, these results indicate that mutation effects in
RON converge on a small set of splice isoform patterns
and may contain information about the underlying regulato-
ry mechanisms.
Mathematical modeling discriminates intron and
exon definition

We turned to mathematical modeling to mechanistically
explain mutation-induced changes in splice isoforms. We
assumed that mutations influence the splice-site recognition
by the spliceosome and modeled the binding of spliceo-
somes to the pre-mRNA (Figs. 2 and 3, A and B). For
simplicity, we only described the initial binding events,
i.e., U1 and U2 snRNP binding to the 50 and 30 splice sites,
respectively. Subsequent spliceosome maturation steps were
not modeled explicitly, and it was assumed that splicing de-
cisions are made based on the initial U1 and U2 snRNP
recognition patterns (see below). In our model, each U1 or
U2 snRNP binding step to one of the six splice sites in the
three-exon minigene is characterized by a recognition prob-
ability pi. Note that the experimentally measured RON
minigene lacked the first splice site of exon 10. In the model,
we assumed a recognition probability p1 ¼ 1 to mimic that
an exon definition complex forms between mRNA cap
structure and second splice site. We assumed that U1 and
U2 snRNP binding is fast compared to the subsequent
spliceosome maturation and splicing catalysis. Then, the
probabilities pi are given by koni =ðkoni þ koffi Þ, where koni
and koffi are the binding and unbinding rates of U1 or U2
snRNP to splice site i (see Methods). For each pre-mRNA
molecule, multiple splice sites can be occupied at a time,
and depending on the individual recognition probabilities
(pi), such simultaneous binding may occur in different com-
binations. We describe the combinatorial nature of spliceo-
some binding by combining the individual recognition
probabilities pi into joint probabilities, one for each of the
64 (26) possible U1 and U2 snRNP binding configurations
(Fig. 2). For instance, the joint probability of all six splice
sites being simultaneously occupied is given by the product
p1.p6, and this term changes to (1 � p1)p2.p6 if the first
splice site is not occupied.

In the next step, we assigned a splicing outcome to each
of the 64 binding states and summed up the probabilities
over all binding states yielding the same splicing outcome
(Methods and Fig. S1). We thereby describe the frequency
of five splice isoforms as a function of six splice-site recog-
nition parameters (pi). By fitting this model to the measured
mutation-induced isoform changes, we infer how mutations
affect spliceosomal recognition of splice sites (see below).

In two alternative model variants, we implemented
splicing decisions based on intron definition and exon defi-
nition mechanisms (Fig. 3, A and B): for the intron definition
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model, it was assumed that an intron can be spliced out as
soon as its flanking 50 and 30 splice sites are simultaneously
occupied by U1 and U2 snRNPs (Fig. 3 A, left). If multiple
competing splicing reactions are possible in a binding
configuration, we assumed that splicing occurs across the
shortest distance (Figs. 3 B and S1). The exon definition
model involves an additional layer of regulation: before
catalytic cross-intron complexes can form, transitory
cross-exon U1-U2 snRNP complexes are required to stabi-
lize initial U1/U2 snRNP binding to splice sites (Fig. 3 A,
right). We implemented this additional requirement for
cross-exon complexes by assuming that an intron can only
be spliced if all splice sites flanking the adjacent exons are
occupied (‘‘defined’’). For example, splicing of the first
intron requires full definition of neighboring exons 10 and
11, i.e., simultaneous recognition of splice sites 1–4 in the
three-exon minigene (Figs. 3 B and S1). Importantly, 26
out of 64 binding configurations generate distinct splicing
outcomes in the exon and intron definition models
(Fig. S1). Hence, we expect that concerted isoform changes
in our mutagenesis data set (Fig. 1) will discriminate
between intron and exon definition mechanisms.
High-throughput mutagenesis data support the
exon definition model

To investigate whether our mutagenesis data evidence intron
and/or exon definition, we separately fitted these model var-
iants to the measured frequencies of five splice isoforms for
the wild-type sequence and 1854 out of 1942 single point mu-
tations. We excluded 88 that resulted in >5% noncanonical
isoforms, e.g., when mutations generate or activate additional
splice sites in the minigene sequence (see Table S1). During
fitting, we assumed that mutations affect the recognition of
one or multiple splice sites. In exon definition, the U1 and
U2 snRNPs affect splicing only if they are simultaneously
bound to both splice sites of an exon. Therefore, splicing out-
comes depend only on three effective parameters (p12, p34,
p56), each reflecting the recognition probability of the com-
plete exon. Thus, in exon definition, there are three free
parameters per mutation variant, whereas intron definition
results in four independent parameters (see Methods and
Supporting Materials and Methods, Section S2).

Despite its lower degree of freedom, the exon definition
model provides an overall better fit to the mutagenesis
data when compared to the intron definition model (Pearson
correlation coefficients ¼ 0.94 vs. 0.85, respectively; Fig. 3
C, left and middle panels). The fit quality can be further
improved if we additionally allow five global parameters
(shared between all mutation variants) to accommodate
that long intron retention products may be under-repre-
sented in the RNA sequencing library because of metabolic
instability (faster degradation of unspliced transcripts (26))
and/or sequencing biases (such as PCR amplification or
clustering problems for long fragments on the Illumina
2034 Biophysical Journal 118, 2027–2041, April 21, 2020
flow cell (San Diego, CA)). Taken together, these quantita-
tive results favor exon definition as the predominant
mechanism of RON splicing.

Qualitative arguments based on the algebraic sign of muta-
tion-induced splice isoform changes further disfavor the
intron definition model: first, isoform changes in the best-fit
intron definition model frequently occur in the opposite
direction compared with the data, whereas this is not the
case for the best-fit exon definition model (Fig. 3 C, insets).
Second, using analytical calculations, we show that the direc-
tion of isoform changes for splice-site mutations completely
abolishing spliceosome binding is fully consistent with exon
definition but frequently disagrees with intron definition
(Figs. 3 D and S2 and Supporting Materials and Methods,
Section S1). This is particularly evident for mutations of
the last splice site (50 splice site of exon 12), which induce
characteristic changes in all splice isoforms (Fig. 3 D, left
panel). Here, the exon definition model perfectly describes
the isoform changes observed in the data, whereas the intron
definition model predicts that the sixth splice site does not
contribute at all. Notably, the measurement of partial and
full intron retention isoforms turns out to be essential for
the discrimination of intron and exon definition because it
increases considerably the number of experimentally
accessible opposite splice-site mutation effects.

Taken together, these results strongly support that RON
exons 10–12 are spliced via the exon definition mechanism,
even though they are flanked by two short introns. Thus, in
human cells, exon definition may be the preferred and more
efficient splicing mechanism, even if the gene structure
(intron length) permits the simpler intron definition mode.
Currently, it is difficult to generalize this finding to other
human genes because mutagenesis data including
quantification of intron retention isoforms are not available
in the literature.

Notably, our conclusions concerning RON splicing are
robust to the precise implementation of the exon definition
mechanism: in our model, we assume that the U1 and U2
snRNPs independently recognize splice sites and that
cross-exon and cross-intron complexes form only later,
during spliceosome maturation. Alternatively, exon defini-
tion may already occur at the level of initial U1 and U2
snRNP binding because both subunits cooperate across
exons during splice-site recognition (16,23). We find that
both scenarios lead to the same splice isoform probability
equations, implying that our fitting results also apply for
strong cross-exon cooperation of U1 and U2 snRNP binding
(see Methods).
Modeling infers spliceosome relocation upon
mutations and RBP knockdowns

To further validate the biological plausibility of the exon
definition model, we analyzed how the exon recognition
probabilities (p12, p34, p56) are perturbed by point mutations
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in the best-fit model. In line with the intuitive expectation,
we find that strong changes in exon recognition require
point mutations to be located either within or in close
vicinity to the respective exon (Fig. 3 E). For the outer
constitutive exons, strong mutation effects are mostly
confined to the corresponding splice sites, whereas the alter-
native exon is additionally regulated by a large number of
non-splice-site mutations. This reflects the extensive regula-
tion of alternative (but not constitutive) exons by nearby cis-
regulatory elements. The recognition probability landscapes
also provide plausible explanations for the concerted splice
isoform changes we had identified by clustering (Fig. 1):
concerted changes in exon 11 inclusion and skipping (clus-
ter 2) are explained by changes in constitutive exon recog-
nition (p12 and p56). On the contrary, any type of
anticorrelated change in exon 11 inclusion and skipping
(clusters 1 and 3) is assigned to perturbed AE recognition
(parameter p34), p34 being affected with opposing direction-
ality in each of the clusters (decreased p34 in cluster 1 and
increased p34 in cluster 3).

In Fig. S3, we relate positive and negative mutation effects
on the three exon recognition probabilities (model fit) to the
presence of binding motifs of trans-acting RBPs in the
minigene sequence. The positions with the strongest splicing
effects in the model are found within the alternative exon and
are related to strengthening or weakening AE recognition due
to affected heterogeneous nuclear ribonucleoprotein H
(HNRNPH) binding sites, as we showed in detail in Fig. S3
A (19). We further analyzed the minigene sequence with
the Human Splicing Finder, Version 3.1 (27) and found a
multitude of putative exonic splicing enhancers and
silencers, as summarized in Fig. S3 B and Table S2

Next, we asked whether our model allows us to quantify
the effects of knockdowns of trans-acting RBPs that control
RON splicing. Using capillary electrophoresis-based quantifi-
cation of exon 11 inclusion and skipping, we confirmed pre-
viously reported effects of 13 RBP knockdowns on
alternative splicing of our minigene and endogenous RON
transcripts in HEK293T cells (see Fig. S4 A; (28)). This result
further supported that our minigene accurately resembles
endogenous regulation of RON exon 11 splicing. For five
of these knockdowns (HNRNPH, PRPF6, PUF60, SMU1,
and SRSF2), we performed in-depth RNA sequencing of
the full minigene library and found characteristic patterns
of exon 11 inclusion and skipping and first and second as
well as full intron retention for each perturbation in the
population of wild-type minigenes (Fig. S4 B). To infer
how the three exon recognition probabilities are affected by
RBP knockdowns, we fitted the exon definition model to
the knockdown data (Fig. S4 C). We find that HNRNPH
knockdown selectively enhances the recognition of the alter-
native exon (p34), implying that this RBP is a specific inhib-
itor of exon 11 inclusion. This agrees with our previous
finding in human MCF7 cells that although HNRNPH binds
throughout the RON minigene sequence, splicing control is
mainly executed via a cluster of binding sites within the
alternative exon (19). In Fig. S4 D, we confirm that in
HEK293T cells, HNRNPH similarly affects splicing out-
comes by binding to the alternative exon. For PUF60, the
model predicts a similar mode of action as for HNRNPH,
i.e., specific inhibition of the alternative exon, reflected in
increased inclusion in the knockdown (Fig. S4, B and C).
Conversely, PRPF6 knockdown drastically reduced the AE
recognition probability, resulting in more than 70% exon
skipping. Despite being an integral spliceosome component,
a specific regulation of distinct target exons by PRPF6 has
been observed before (29). Finally, knockdown of SMU1
and SRSF2 seems to more generally impair splicing effi-
ciency, as evidenced by a marked increase in full intron reten-
tion, by lowering the recognition probability of two or all
three exons, respectively. This is in line with the idea that
SR proteins are splicing activators that promote both consti-
tutive and alternative splicing (30). Moreover, SMU1 was
shown to be specifically required for spliceosome activation
on short introns as present in our minigene (31). Taken
together, the alternative exon is affected by all RBP knock-
downs and thus seems to be more heavily regulated, as ex-
pected, when compared with the flanking constitutive exons.

Hence, fitting the exon definition model to perturbation
conditions allows us to reconstruct how RBPs affect the
splice-site recognition by the spliceosome. This constitutes
a first step toward reconstruction and mechanistic modeling
of combinatorial splicing networks, in which many RBPs
jointly control splicing.
Benefits of splicing regulation by an exon
definition mechanism

To explore the biological benefits of exon definition beyond
the recognition of exonsflankedby long introns,weperformed
simulations using our splicing models. Interestingly, these
simulations revealed that exon definition facilitates alternative
splicing control when compared to intron definition. In our
models, we simulate alternative splicing regulation by modu-
lating the recognition probability of exon11at its 30 or 50 splice
site. This mimics point mutations or the binding of regulatory
RBPs near these splice sites. In the intron definition mecha-
nism, splicing outcomes are very distinct, depending on
whether p3 and p4 are separately or jointly regulated (Fig. 4
A, left and Supporting Materials and Methods). In contrast,
in the exon definition model, splicing outcomes are identical,
irrespective of how the recognition of the 30 and 50 splice site of
the alternative exon is regulated (Fig. 4A, right).Thus, only for
exon definition, the alternative exon serves as a regulatory
module that integrates inputs on both exon-flanking splice
sites into a joint recognition probability p34 of the alternative
exon 11. This modularization simplifies alternative splicing
control and ensures that splicing outcomes are robust to the
precise location and nature of cis-regulatory elements in the
pre-mRNAsequence. Therefore, the seeminglymore complex
Biophysical Journal 118, 2027–2041, April 21, 2020 2035
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selected and sorted according to their effect on the AE recognition probability in the best-fit model (adjusted exon definition model). The measured changes in the
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exon definition mechanism in fact simplifies alternative
splicing control.

Exon definition further seems beneficial because it pre-
vents the accumulation of potentially toxic intron retention
products during splicing regulation; using simulations and
analytical calculations, we find that the sum of all intron
retention products remains constant in the exon definition
model if splicing is regulated by the AE recognition param-
eter p34 (Fig. 4 A, red lines and Supporting Materials and
Methods, Section S5). In these simulations, the degree of
intron retention is solely determined by the recognition
probabilities of the outer constitutive exons (p12 and p56).
On the contrary, the intron definition mechanism inevitably
leads to a strong accumulation of retention products during
alternative splicing regulation, especially if the splice-site-
recognition probabilities p3 or p4 are regulated separately
(Fig. 4 A, left and Supporting Materials and Methods, Sec-
tion S5). In fact, in the intron definition model, pronounced
switching from inclusion to skipping isoforms is only
possible if p3 and p4 are concurrently regulated. However,
even in this scenario, intron retention species account for
R50% of the splice products during the splicing transition
(Supporting Materials and Methods, Section S5).

Using analytical calculations, we confirm that exon
modularity and suppression of intron retention also occur
for pre-mRNAs containing four exons (see Supporting Ma-
terials and Methods, Section S6 and Discussion). This sug-
gests that exon definition is generally beneficial from a
regulatory point of view.
Exon definition modularizes splicing regulation

Our simulations show that exon definition modularizes
splicing control and prevents the accumulation of intron
retention products. To confirm the predicted modularity of
alternative splicing regulation, we compared the effects of
point mutations located at 30 and 50 splice sites of the alter-
native exon. Because the exon functions as a module in the
exon definition model, we expect that these mutations
should have very similar effects on the abundance of splice
products. We considered all mutations within a530 nt win-
dow around the 30 and 50 splice sites of exon 11. To account
for mutation strength, we sorted mutations according to
their effect on the AE recognition probability (p34) in the
best-fit model. Then, we plotted the experimentally
single point mutation measurements. The left panel shows three combinations of m

exon, and the right panel shows all 45 present combinations of two arbitrarymutatio

were considered (sum of absolute changes in all five isoforms >20%). See Suppo

occurs at low levels of IR in the mutagenesis data (left panel). Shown is the sum o

(AE inclusion þ AE skipping)), which measures alternative splicing of exon 11. T

represents a single point mutation. Mutations located to the outer constitutive (an

corresponding mutation effects in or around the alternative exon (see legend). The

nition models, respectively. In these simulations, the splice-site-recognition param

being more affected than the others to mimic the experimentally measured PSI an

Only exon definition allows for alternative splicing at low IR levels.
measured splice isoform abundances as a function of the as-
signed mutation strength (Fig. 4 B). As found in the simula-
tions of the exon definition model, the observed mutation-
strength-dependent isoform changes are almost identical
for 30- and 50-associated mutations. Furthermore, the
measured isoform patterns quantitatively agree with simula-
tions of an exon definition model, in which the AE recogni-
tion parameter p34 is systematically varied at otherwise
constant recognition probabilities (Fig. 4 B, second row).
In contrast, corresponding simulations of the intron defini-
tion model completely fail to match the data (Fig. 4 B, third
row). In further support for the exon definition model, we
observe highly similar flanking mutation effects not only
around the alternative exon but also for the constitutive
exon 12 (Fig. S5). In contrast, the intron definition model
would predict congruence of mutation effects flanking a
common intron, but this behavior is not supported by the
experimental data (Figs. 4 B and S5). These observations
confirm that exon definition allows exons to function as
dominant regulatory modules in alternative splicing control.

To further support that modular exons integrate regulation
at the 30 and 50 splice site into a joint splicing outcome, we
turned to the analysis of combined mutation effects. There-
fore, we fitted the adjusted exon definition model to the sub-
set of minigenes harboring only a single mutation and
predicted splicing outcomes of minigenes with a combina-
tion of two mutations. The exon definition model accurately
captures how two simultaneous mutations in the vicinity of
the 30 and 50 splice site of exon 11 (each having a strong ef-
fect on splicing) jointly affect splicing outcomes (Fig. 4 C,
left panel). More generally, the exon definition model accu-
rately predicts the combined outcome of any two mutations
throughout the minigene (Fig. 4 C, right panel). In contrast,
a similarly trained intron definition model fails to correctly
predict combined mutation effects (Fig. 4 C, red dots).

Taken together, we find that integration of splice-regula-
tory input signals in RON follows an exon definition sce-
nario, which has profound impact on the controllability of
alternative splicing.
Exon definition prevents the accumulation of
undesired intron retention products

An important observation in our splicing simulations of the
exon definition model is that intron retention products
utations in a530 nt window around the 30 and 50 splice sites of the alternative
ns throughout the minigene. Only single mutations that induce strong changes

rting Materials and Methods, Section S4 for details. (D) Alternative splicing

f all retention products as a function of the PSI metric (PSI ¼ AE inclusion/

he distribution of wt minigenes is shown by gray dots, and each colored dot

d adjacent intron halves) are highlighted in blue, whereas the red dots show

middle and right panels show 2000 simulations of the exon and intron defi-

eters (p1, ., p6) were randomly perturbed, one randomly chosen parameter

d IR values (see Supporting Materials and Methods, Section S5 for details).
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remain constant if splicing is regulated at the AE (by the AE
recognition parameter p34, Fig. 4 A). In contrast, intron
retention products inevitably accumulate during alternative
splicing regulation in the intron definition model (Fig. 4
A). To intuitively understand why intron and exon definition
differentially affect retention products, consider discrete
spliceosome binding configurations (Fig. 3 B). If all six
splice sites in the three-exon pre-mRNA are occupied by
U1 and U2 snRNPs, the splicing outcome is exon inclusion
for both mechanisms (Fig. 3 B, I). In the next step, alterna-
tive splicing can be induced by reducing the recognition of
one or both splice sites of the alternative exon. In exon defi-
nition, such regulation yields only exon skipping because
the middle exon is always incompletely recognized, and
this impairs splicing of both introns (Fig. 3 B, II–IV). In
contrast, retention products accumulate in intron definition
because one of the introns remains defined and is therefore
spliced (Fig. 3 B, II–IV). Our model translates these qualita-
tive arguments into continuous and quantitative predictions
of splicing outcomes for five isoforms. For instance, it pre-
dicts that in intron definition, retention products strongly
accumulate even if the recognition probability of both splice
sites is reduced jointly, e.g., to 50% (p3 ¼ p4 ¼ 0.5). This is
because combinatorial spliceosome binding to the 30 and 50

splice sites results in an equally distributed mixture of four
binding configurations, two of which result in retention
products (Fig. 3 A, V). Hence, exon definition seems supe-
rior when compared to intron definition because it prevents
the accumulation of potentially deleterious intron retention
products.

To verify that alternative splicing of RON exon 11 is
controlled without intron retention, we compared the predic-
tions of our exon definition model to the experimental data.
To this end, splicing of the alternative exon was quantified
for each point mutation using the PSI metric (percent spliced
in; PSI ¼ AE inclusion/(AE inclusion þ AE skipping)) and
then plotted against the corresponding total intron retention
level, i.e., the sum of the full, first, and second intron reten-
tion isoforms (Fig. 4 D, left panel). In line with the exon defi-
nition model, we observed that the majority of point
mutations (red and blue dots) induce shifts in alternative
splicing (PSI) at almost constant intron retention levels
when compared with the wild-type (gray dots). Only a minor-
ity (<2%) of mutations show strong effects on intron reten-
tion, but these have in turn only minor effects on the PSI.

These orthogonal changes in either exon inclusion or
intron retention could be explained by simulations of the
exon definition model, in which we randomly perturbed
one of the splice-site-recognition probabilities while sam-
pling the others close to their reference value (Fig. 4 D,
middle panel). The model traces changes in PSI at constant
retention levels back to altered splice-site recognition of
alternative exon 11 (red dots), whereas intron retention
enhancement at constant PSI involves reduced recognition
of the outer constitutive exons (blue dots, Supporting Mate-
2038 Biophysical Journal 118, 2027–2041, April 21, 2020
rials and Methods, Section S5). Consistently, we find in the
experimental data that mutations with strong effect on intron
retention map to the constitutive exons (Fig. 4 D, left; blue
dots), whereas mutations affecting PSI are located within or
close to the AE (Fig. 4 D, left; red dots). Simulations of the
intron definition model fail to reconcile the data because the
PSI cannot be modulated without accumulation of retention
products (Fig. 4 D, right panel; Supporting Materials and
Methods, Section S5). In conclusion, modeling and compre-
hensive mutagenesis data suggest that alternative splicing
by an exon definition mechanism prevents mis-splicing
over a wide range of exon inclusion levels. This is likely
to be important for RON protein function because all intron
retention events in this splicing decision give rise to prema-
ture stop codons in the mature mRNA.
DISCUSSION

Regulatory networks need to produce a certain outcome in a
highly precise and controllable fashion. Mathematical
models are valuable tools to understand the design princi-
ples of cellular networks that ensure robustness and preci-
sion (32–34). To date, only a handful of mechanistic
modeling studies on alternative splicing have been pub-
lished. These mainly focused on the quantification of muta-
tion effects (16,19,35), studied the impact of co-
transcriptional splicing (17,36), and analyzed the cell-to-
cell variability of the process (22,37). Here, we approach
splicing regulation from a different angle and mechanisti-
cally describe how splice-site recognition by the spliceo-
some shapes the splicing outcome. We systematically
compare intron and exon definition mechanisms and find
that exon definition ensures robust yet simple regulation
of RON alternative splicing. Thereby, we gain general
insights into the efficiency and controllability of splicing.

Using data-based modeling, we identified exon definition
as the mechanism of RON exon 11 splicing. The prevalence
of exon definition is surprising, given that the flanking in-
trons are very short. Previous work showed that vertebrate
exons flanked by short introns can switch to an intron defi-
nition mechanism if cross-exon spliceosome complexes are
inhibited, e.g., by artificially lengthening the exon (12) or by
the lack of exonic splicing enhancer elements (38). Our data
indicate that a short intron length is not sufficient to switch
to intron definition in a natural human exon and that exon
definition is more efficient than intron definition in human
cells (to further exclude splicing by an intron definition
mechanism, we also considered mixed intron and exon defi-
nition models in which only a subset of the three exons acts
as a functional unit, whereas the remainder affect splicing
already when partially defined. Interestingly, only the full
exon definition model was consistent with the mutagenesis
data, further suggesting that none of the two RON introns
are spliced by a direct cross-intron spliceosome complex
(data not shown)).
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Accordingly, we find that exon definition leads to a modu-
larization of splicing regulation. Hence, regulation at one
splice site of an exon is transferred to the other splice site
such that exons act as functional units. This has important con-
sequences for the robustness and control of alternative
splicing: our simulations highlight that for pure intron defini-
tion, splicing outcomes would be very distinct if splice-regu-
latory inputs affect the 30 or the 50 splice site of the
alternative exon (Fig. 4). Furthermore, exon skipping may
be difficult to achieve with intron definition unless both splice
sites are jointly regulated (Fig. 4). Accordingly, a global sur-
vey of D. melanogaster alternative splicing indicated that
exons with short flanking introns (likely spliced by an intron
definition mechanism) show a strong trend against exon skip-
ping (38). In contrast, in the modular exon definition, inputs at
the 30 and 50 splice site (or combinations thereof) produce the
same splicing outcome. Such signal integration by exon defi-
nition is likely to be physiologically relevant because RBPs
frequently control alternative exons by binding near only
one of the flanking splice sites (39). Arguably, a given RBP
can repress or activate splicing depending on its binding posi-
tion relative to an alternative exon (39). Our model does not
exclude such a scenario but predicts that the net effect of the
RBP is integrated in a simple way with signals from other
RBPs. In conclusion, exon definition allows for reliable
splicing regulation, even though alternative exons are typi-
cally influenced by a whole battery of distinct cis-regulatory
elements (10,11,40,41).

Exon definition further prevents the accumulation of
potentially nonfunctional intron retention products and
thereby improves the fidelity and efficiency of alternative
splicing. In line with our observation that intron retention
is difficult to achieve in the exon definition scenario, human
splice-site mutations most often cause exon skipping and
rarely result in intron retention (12). If retention occurs,
the mutations are typically located in short introns or affect
the first or terminal intron of a pre-mRNA, both of which
may be more prone to splicing by an intron definition mech-
anism (12). Intron retention can also serve as a means of
active cellular regulation of gene expression. For instance,
during granulocyte differentiation, intron retention is
enhanced for dozens of genes. Interestingly, this involves
a switch from exon to intron definition because splice fac-
tors that favor intron definition complexes are upregulated,
which promotes the retention of short introns with weak
splice sites (42,43). Our finding that alternative splicing is
coupled to intron retention in the intron definition scenario
may explain why exon definition is the dominant splicing
mechanism in human cells. In contrast, in simpler organisms
like S. cerevisiae, intron definition may be more prevalent
because alternative splicing is largely restricted to the regu-
lated retention of a small number of short introns (43).

In this work, we analyzed a prototypical splicing unit con-
sisting of three exons. Most human genes contain at least
four exons, raising the question whether the described regu-
latory principles also apply for these more complex sce-
narios. In the Supporting Materials and Methods, we
analyze an extended exon definition model containing four
exons and show that the inclusion frequency (PSI) of each
internal exon is solely determined by its own recognition
probably (Supporting Materials and Methods, Section S6).
Thus, the inclusion of an exon is regulated independently
of the neighboring exons. Importantly, this modularity not
only involves reliable signal integration on an exon but
also ensures insulation of this exon from other alternative
splicing events. In analogy to the three-exon scenario, total
intron retention is solely determined by the recognition
probabilities of the flanking exons and uncoupled from
exon inclusion, i.e., alternative splicing regulation occurs
without the accumulation of retention products. Taken
together, this suggests that the regulatory benefits of exon
definition described in this work continue to hold for more
complex pre-mRNAs containing multiple exons.

Genome-wide sequencing indicates that 80% of human
exons are spliced co-transcriptionally while RNA polymer-
ase II is elongating the transcript (13). In this work, we
assumed that splicing occurs with a delay after nascent
RNA synthesis. In the Methods, we show that our model
continues to hold true if spliceosome assembly (exon defini-
tion) occurs co-transcriptionally, i.e., just after exon synthe-
sis. However, for the model to be valid, the subsequent
splicing reactions must only take place after spliceosome
binding to the three exons of the considered splicing deci-
sion is complete and has reached a steady state. Hence,
we assumed that the timescales of nascent RNA synthesis
and spliceosome binding are fast compared to that of
splicing. Notably, this assumption does not exclude that
splicing occurs while the transcript is still attached to elon-
gating RNA polymerase II. Evidence from the literature
supports that splicing of human introns occurs with a delay
after nascent RNA synthesis (44) and begins only several
kilobases after an intron-exon junction leaves the RNA po-
lymerase II complex, with the lag being especially pro-
nounced for alternatively spliced exons (45). Given the
median length of human exons and introns (145 and
1964 bp, respectively (1)), the splicing machinery thus
likely generates splicing decisions based on sequence
stretches containing multiple exons, allowing for neigh-
boring human introns to be spliced concurrently (45,46) or
even in inverse order relative to transcription (39,45,46).
In simpler organisms, splicing is tightly coupled to the
exit from the RNA polymerase II (45,47). Thus, the kinetics
of splicing may have coevolved with mechanisms of splice
decision making, with slower kinetics being beneficial for
exon definition and thus for precise alternative splicing.
CONCLUSION

Our modeling framework integrates the effect of sequence
mutations and knockdowns of trans-acting RBPs on
Biophysical Journal 118, 2027–2041, April 21, 2020 2039
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spliceosome recruitment and splicing outcomes (Figs. 3 and
S4). Thus, it constitutes a first step toward a comprehensive
network model of splicing that mechanistically describes
the integration of multiple splice-regulatory inputs into a
net splicing outcome. In fact, we can successfully predict
how multiple point mutations jointly control splicing out-
comes (Fig. 4 C), and the same type of prediction is possible
for combined RBP knockdowns and a combination of RBP
knockdown and sequence mutations. Conceptually, the
modeling framework resembles thermodynamic models of
transcriptional gene regulation (48–50). However, for the
case of splicing, regulation is more complex compared to
transcription because both the regulators (RBPs) and the ef-
fectors (spliceosomes) show combinatorial binding to
multiple sequence elements. Owing to this high level of
complexity at multiple levels of splicing regulation, we
believe that mechanistic splicing models such as the one
presented here will be essential to fully disentangle the intri-
cate networks of splicing regulation.

The sequencing data generated in this study are available
from ArrayExpress: E-MTAB-8816.
SUPPORTING MATERIAL

Supporting Material can be found online at https://doi.org/10.1016/j.bpj.
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