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SUMMARY

The function of the CCCTC-binding factor (CTCF) in the organization of the genome has become 

an important area of investigation, but the mechanisms by which CTCF dynamically contributes to 

*Correspondence: ricardo.saldana-meyer@nyulangone.org (R.S.-M.), danny.reinberg@nyulangone.org (D.R.).
AUTHOR CONTRIBUTIONS
R.S.-M. and D.R. conceived the project, designed the experiments, and wrote the paper with input from all authors. R.S.-M. performed 
all experiments and bioinformatic data analysis. T.E. performed the cell-cycle analyses. E.P.N. generated the CTCF degron cell lines in 
the lab of B.G.B. J.R.-H. and M.N. analyzed Hi-C data in the laboratory of J.S. with supervision from A.T. K.J.-L. analyzed Hi-C data 
in the laboratory of M.F.-M.

DATA AND CODE AVAILABILITY
Data can be found at GEO with accession GEO: GSE125595. Original gel images were uploaded to Mendeley Data: https://doi.org/
10.17632/xbrf8x7k22.1

DECLARATION OF INTERESTS
D.R. is a co-founder of Constellation Pharmaceuticals and Fulcrum Therapeutics. R.S.-M. is a co-founder of RNA Life Sciences 
Consulting. All other authors declare no competing interests.

SUPPLEMENTAL INFORMATION
Supplemental Information can be found online at https://doi.org/10.1016/j.molcel.2019.08.015.

HHS Public Access
Author manuscript
Mol Cell. Author manuscript; available in PMC 2020 May 02.

Published in final edited form as:
Mol Cell. 2019 November 07; 76(3): 412–422.e5. doi:10.1016/j.molcel.2019.08.015.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

https://doi.org/10.17632/xbrf8x7k22.1
https://doi.org/10.17632/xbrf8x7k22.1
https://doi.org/10.1016/j.molcel.2019.08.015


genome organization are not clear. We previously discovered that CTCF binds to large numbers of 

endogenous RNAs, promoting its self-association. In this regard, we now report two independent 

features that disrupt CTCF association with chromatin: inhibition of transcription and disruption 

of CTCF-RNA interactions through mutations of 2 of its 11 zinc fingers that are not required for 

CTCF binding to its cognate DNA site: zinc finger 1 (ZF1) or zinc finger 10 (ZF10). These 

mutations alter gene expression profiles as CTCF mutants lose their ability to form chromatin 

loops and thus the ability to insulate chromatin domains and to mediate CTCF long-range genomic 

interactions. Our results point to the importance of CTCF-mediated RNA interactions as a 

structural component of genome organization.

Graphical Abstract

In Brief

RNA binding promotes CTCF-dependent chromatin loops. Saldaña-Meyer et al. show that 

mutation of the RNA-binding regions in CTCF (ZF1 and ZF10) disrupts gene expression, 

chromatin binding, and the formation of chromatin loops.

INTRODUCTION

Spatial and temporal control of gene expression is crucial for the development of 

multicellular organisms. Improper gene expression leads to developmental abnormalities and 

diseases such as cancer. In addition to the “linear” genetic information, the three-
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dimensional (3D) spatial organization of the eukaryotic genome within the nucleus 

contributes to genome function (Bonev and Cavalli, 2016; Merkenschlager and Nora, 2016).

The 3D genome is hierarchically organized: from nuclear compartments, to large insulated 

chromatin domains, to short-range cis-interactions. These chromatin domains are designated 

throughout the literature as topological associated domains (TADs), topologically 

constrained domains, physical domains, insulated neighborhoods, contact domains, or loop 

domains depending on their characteristics, size, and the algorithms used to identify them 

(Lieberman-Aiden et al., 2009; Dixon et al., 2012; Dowen et al., 2014; Nora et al., 2017; 

Rao et al., 2017). To avoid confusion, we simply call them chromatin-interacting domains. 

These domains are formed and delimited primarily by the interaction of CTCF with the 

cohesin complex, and proteins such as YY1, the Mediator complex, and others yet to be 

discovered. CTCF and the cohesin complex are pivotal to 3D structure formation (Rowley 

and Corces, 2018). The depletion of either factor has drastic effects on chromatin structure, 

with chromatin-interacting domains essentially disappearing (Nora et al., 2017; Rao et al., 

2017). The most widely accepted explanation of how chromatin organizes 3D structure is 

through the loop extrusion model (Fudenberg et al., 2017). This model proposes that cohesin 

rings create loops by actively extruding DNA until the cohesin complex contacts two CTCF-

binding sites in convergent orientation to serve as anchors. This simplifies the underlying 

mechanism of chromatin organization, but many questions remain unanswered as to how 

these domains are regulated temporally and in a cell type-specific manner and the repertoire 

of factors that participate in this process.

Although most chromatin domain boundaries are enriched by CTCF and cohesin, the 

majority of CTCF-bound sites are found elsewhere in the genome (Merkenschlager and 

Nora, 2016). Furthermore, CTCF and cohesin binding sites are significantly conserved 

among cell types, yet many of them, as well as many chromatin-interacting domains, display 

cell type-specific patterns and changes during differentiation as a result of stage-specific 

transcription factors (Narendra et al., 2016; Pękowska et al., 2018; Stadhouders et al., 2018).

Together with CTCF, YY1, cohesin, and Mediator complexes are also implicated in defining 

chromatin architecture at different topological ranges and all of these proteins bind RNA 

(Lai et al., 2013; Li et al., 2013; Phillips-Cremins et al., 2013; Saldaña-Meyer et al., 2014; 

Sigova et al., 2015). A growing number of examples demonstrate that RNA can recruit and 

either stabilize or destabilize protein binding to chromatin, as in the case of the PRC2 

complex or YY1, respectively (Beltran et al., 2016; Kaneko et al., 2014a, 2014b; Sigova et 

al., 2015; Xiao et al., 2019). Furthermore, both CTCF and YY1 can form dimers and oligo-

mers in an RNA-dependent manner, which may account for the regulation of far cis-

interactions on chromatin (Saldaña-Meyer et al., 2014; Weintraub et al., 2017).

Here, we sought to identify the functional relevance of CTCF-RNA interactions using two 

strategies: (1) inhibiting transcription and (2) rescuing the loss of wild-type endogenous 

CTCF through the expression of RNA binding-deficient mutants. We concentrated on three 

distinct levels of regulation: (1) gene expression using single-cell RNA sequencing (RNA-

seq) and bulk RNA-seq; (2) chromatin binding via ChIP-seq; and (3) chromatin structure via 

5C and Hi-C. We demonstrate that decreased RNA binding to CTCF disturbs its stability on 
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chromatin with direct and likely indirect effects on gene expression and 3D chromatin 

organization.

RESULTS

Transcriptional Inhibition Disrupts CTCF Binding to Chromatin

To unbiasedly test if RNA binding is integral to CTCF activity genome-wide, we first 

performed chromatin immunoprecipitation followed by deep sequencing (ChIP-seq) after 

transcriptional inhibition (TI) by treating mouse embryonic stem cells (mESCs) with both 

DRB and triptolide. This treatment, which in-hibits initiation and elongation of transcription 

and promotes degradation of RNAP II (Bensaude, 2011), had no impact on CTCF protein 

levels (Figure S1A). Nonetheless, we detected an overall modest decrease in CTCF 

association with chromatin genome-wide (Figure 1A). Similar results were observed after 

depleting RNA by incubation with RNase A (Figure S1B). Because CTCF is widely present 

throughout the genome within both intragenic and intergenic regions (Bonev and Cavalli, 

2016), we next focused on the specific genomic distribution between individual CTCF-

binding sites in the control versus those sites whose binding was significantly decreased 

after TI and RNase A treatment (Table S1). We found that CTCF-binding sites within 

transcription start sites (TSSs) and promoters were the most significantly affected (Figures 

1B, 1C, S1B, and S1C). To quantify the affinity of those affected sites, we used DeepBind, a 

deep-learning algorithm that has been trained on numerous ChIP-seq datasets and can be 

used to score the affinity of any given sequence for the CTCF motif. Remarkably, sites 

perturbed by TI were those with motifs with significantly lower affinity compared with a 

random sample of stable CTCF-bound regions (p < 0.0001, Mann-Whitney test; Figure 1D).

Regarding chromatin structure, 5C experiments targeting a 4 Mb region showed that 

throughout this region (chr6: 49,943592–54,370,091), CTCF binding was decreased together 

with a general increase in chromatin interactions (Figures 1F and S1D). Remarkably, the 

chromatin loop whose right anchor re-sides at the HoxA cluster boundary was disrupted 

(Figures 1G and S1E), without the loss of CTCF binding in the boundary, as illustrated by 

the overlapping ChIP-seq tracks (Figure 1G, bottom). These results favor the hypothesis that 

the role of CTCF in 3D chromatin structure is subject to at least two levels of regulation: (1) 

direct binding to chromatin and (2) regulation of CTCF-CTCF interactions in complex with 

RNA molecules to form chromatin loops at sites surrounding the HoxA cluster and probably 

others throughout the genome.

High-Resolution Mapping of RNA-Binding Regions (RBRs) in CTCF

The observations above are suggestive but cannot distinguish between a direct disruption of 

CTCF-RNA interactions or the various possible indirect effects of inhibiting transcription. 

To directly test the former case, we first defined putative RNA bind-ing-deficient mutants. 

We focused on two regions detected by RBR-ID (He et al., 2016): one overlapping part of 

zinc finger 1 (ZF1) (aa 264–275; KTFQCELCSYTCPR) and another within ZF10 (aa 536–

544; QLLDMHFKR), the latter having been identified previously through biochemical 

mapping of CTCF (Saldaña-Meyer et al., 2014) (Figure 2A; Table S2). Henceforward, the 
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deletion of these 14 and 9 amino acids from ZF1 and ZF10, respectively, will be denoted as 

ZF1Δ and ZF10Δ.

Given that homozygous deletion of CTCF is embryonically lethal (Kemp et al., 2014; Moore 

et al., 2012), we induced the rapid degradation of endogenously tagged CTCF-GFP using 

the auxin-inducible degron (AID) system as previously described (Nora et al., 2017) and 

rescued the cells with either wild-type (WT) or RNA binding-deficient CTCF mutants; 

degradation of CTCF without rescue was lethal after 2–4 days (Nora et al., 2017). To bypass 

this issue, we transduced cells with lentivirus containing a vector encoding an internal 

ribosomal entry site (IRES) that allows a WT or mutant version of CTCF and the red 

fluorescent protein mCherry to be simultaneously expressed from a single mRNA transcript. 

We then sorted the successfully infected cells (mCherry positive and GFP negative; Figure 

2B) to obtain a pooled population of steady-state rescues after degradation of the 

endogenous CTCF protein via AID (Figures 2B and S2A).

Although both ZF1Δ and ZF10Δ mutants rescued the lethality of endogenous CTCF 

depletion and had comparable levels of expression (Figures 2C and S2B), the cells exhibited 

a significantly slower proliferation rate relative to the WT rescue but presented no drastic 

changes in their cell cycle (Figures S2C–S2E). These results suggested that an important 

biological role of CTCF involves ZF1 and ZF10. Our previous report on CTCF-RNA 

interactions shows that an internal deletion (aa 574–614) within the RBR-ZF10 (aa 520–

727) displays significant defects in self-association but no defects in binding to the cohesin 

complex (Saldaña-Meyer et al., 2014). ZF1ΔΔ also retained its ability to interact with the 

cohesin complex, with apparently the same efficiency as that of ZF10Δ and WT CTCF 

(Figure 2C). We then performed the rescues in the absence of auxin and probed for the 

capacity of endogenous CTCF to co-precipitate the rescue proteins using an antibody against 

GFP (endogenous CTCF was readily distinguishable from the rescues given the molecular 

weight differences). Both mutants displayed defects in interaction with endogenous CTCF, 

reflecting a defect in self-associa-tion ( 60%) compared with the WT rescue (Figure 2D).

To directly test the RNA-binding capacity of these mutants, we used photoactivatable 

ribonucleoside-enhanced cross-linking and immunoprecipitation (PAR-CLIP). The WT 

rescue showed robust binding to RNA molecules, whereas both ZF1Δ and ZF10Δ mutants 

displayed drastic reductions in binding, as evidenced by a significantly decreased signal in 

radiolabeled RNA compared with the WT rescue (Figure 2E). Notably, naturally occurring 

mutations in endometrial and breast cancer within ZF1 (H284N) and ZF10 (C528S) target 

the histidine or cysteine residues that are essential for zinc binding in C2H2 type ZFs (Kemp 

et al., 2014) (Figure 2F). Surprisingly, point mutations within ZF1 (H284N) or ZF10 

(C528S) had no detectable defect on RNA binding (Figures 2E and 2F). These results 

suggest that CTCF binding to RNA is not just a consequence of simple RNA affinity to its 

ZFs but instead requires a structural conformation or binding of other components that are 

disrupted indepen-dently by deletion of the respective RBRs in ZF1 and ZF10.

Deletion of RBRs in CTCF Disturbs Gene Expression

To test if the presence of RNA binding-defective mutants had any effect on gene expression, 

we subjected the rescue cell lines to single-cell RNA-seq (scRNA-seq). Principal-component 
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analysis (PCA) showed similarities between the different rescues but also underscored the 

clear distinction between each population of cells (Figure 3A; Table S3). Further analysis on 

the differential expression represented as heatmaps showed that downregulated genes are 

similar in both mutant rescues, but distinct clusters of genes are upregulated for ZF1Δ and 

ZF10Δ (Figures 3B and S3A).

scRNA-seq allows us to monitor the variability and consistency of the phenotypes we 

observe at the single-cell level, but it is not regularly used to test differential expression, 

because of the lower sequencing depth per cell (Rizzetto et al., 2017). Given these 

limitations, we also performed regular bulk RNA-seq and compared the two approaches. The 

differentially expressed genes (DEGs) for ZF1Δ and ZF10Δ rescue cell lines showed good 

overlap (687 genes, false discovery rate [FDR] < 0.05) even at different thresholds of 

significance (215 genes, FDR < 0.001) between bulk and scRNA-seq (232 genes) (Figure 

3C). Comparing all DEGs from both RNA binding-deficient mutants with all DEGs from 

cells depleted of CTCF for 24 and 48 h provided similar overlaps (824 genes, FDR < 0.05) 

(Figure 3C; Table S4). Remarkably, all these different DEGs displayed a distinctive 

similarity with promoters and/or gene bodies containing CTCF-binding sites, a feature that 

is significantly lower for randomly picked genes (Figure 3D). Furthermore, using DeepBind 

to examine the motif affinity of CTCF sites at TSSs and intragenic regions of DEGs, we 

observed a significantly lower score compared with control sites (Mann-Whitney test, p < 

0.001; Figure 3E). Considering the binding profile of CTCF on the TSSs of DEG, we can 

distinguish at least two groups: one that has CTCF binding enriched at or near TSSs and one 

without it in the WT situation (Figure S3B). It was previously shown that after 24 h of 

CTCF depletion, downregulated genes are enriched for CTCF-binding sites at TSSs (Nora et 

al., 2017), yet our results suggest no distinction between down- and upregulated genes.

These data indicate that although both ZF1Δ and ZF10Δ have similar deficiencies in RNA 

binding (and self-association), yet retain efficient interaction with the cohesin complex 

(Figure 2), they appear to engender distinct gene expression profiles that partially but do not 

completely overlap with each other and with acute depletion of CTCF.

Deletion of RBRs in CTCF Disturbs Its Chromatin Binding

Next, we focused on the genome-wide binding of the mutant rescues. Findings from ChIP-

seq experiments reflect those presented above for TI and RNase A digestion (Figures 1 and 

S1). To identify specific differences between rescues, we used the R package DiffBind, 

which incorporates statistical analyses developed for RNA-seq (DESeq2) that have been 

modified to analyze ChIP-seq data. We observed that most binding sites were unchanged 

between conditions (Figure S4A; Table S5). Importantly, we found 2,528 differentially 

bound sites in ZF1Δ and 2,823 in ZF10Δ, of which only 174 were shared (FDR = 0.05, log2 

fold change > 1) (Figures 4A, S4A, and S4B). Furthermore, this differential binding seems 

to be mediated by a change in enrichment from an adenine to a guanine in the eighth 

position of the CTCF consensus sequence in ZF1Δ, but not for ZF10Δ (Figure 4B). This 

base is part of a triplet that ZF6 binds, suggesting that the binding site change is not a direct 

effect of the mutation (Hashimoto et al., 2017). Notably, we found that the CTCF-binding 

sites lost in the ZF1Δ rescue were located primarily at promoters, whereas ZF10Δ mutations 
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were located mainly in intronic and intergenic regions. However, both binding sites 

correlated with a lower motif affinity compared with control sites (Mann-Whitney test, p < 

0.0001; Figures 4C, 4D, and S4C).

By integrating ChIP-seq and RNA-seq results, we can appreciate that the decrease in 

promoter binding can directly correlate with the change in gene expression, especially for 

ZF1Δ, which exhibited a more drastic decrease in CTCF binding. In some instances, ZF10Δ 

also resulted in reduced binding to promoters, as in the case of the Cdkn2a gene (Figures 4E, 

4F, and S3B). Taken together, these results suggest that although many similarities exist 

between ZF1Δ and ZF10Δ, the preference for specific sequences in the genome can partially 

account for their different phenotypes. This and the other differences observed are likely a 

result of the deletions disrupting RNA-dependent interactions with other proteins.

Deletion of RBRs in CTCF Disturbs 3D Chromatin Structure

To study 3D chromatin conformation, we performed Hi-C and generated approximately 6 

billion Hi-C contacts from each rescue cell line (2.0 billion per condition) (Figures S5A and 

S5B). First, we focused on chromatin loops that are evident in Hi-C maps by the appearance 

of a higher frequency spot at the corner of a chromatin-interacting domain (a region that 

interacts more frequently than expected), indicative of a CTCF-CTCF-mediated chromatin 

loop.

To quantify the differences between mutants, we used the aggregate peak analysis (APA) 

method (Durand et al., 2016), which superimposes the signals from all loops (peak pixels), 

giving a combined signal for each condition. The genome-wide APA signal was strong for 

the WT rescue (2.38), while it was decreased for both ZF1Δ (1.18) and ZF10Δ (1.93) 

(Figures 5A and 5B). These decreases directly correlated with a lower number of annotated 

loops for the mutants (Figure 5C). For the WT rescue cells, we annotated 9,578 loops. 

Strikingly, loops mostly disappeared in the ZF1Δ rescue, whose binding sites are specifically 

lost at promoters, with a loss of 70% of loops (Figure 5C) that was obviously evident by 

visual examination. For ZF10Δ, for which the affected binding sites are located primarily 

within intergenic regions, we annotated 7,668 loops, and although most loops were intact as 

determined by visual examination, the pixel intensity was reduced compared with WT loops 

(Figures 5A–5C). By integrating ChIP-seq and Hi-C maps, we observed at least two general 

types of loops exhibiting either (1) the loss of CTCF binding on at least one anchor (Figures 

5D and S5C) or loop disruption without the loss of CTCF binding at either anchor (Figures 

5E and S5D).

Using Arrowhead to annotate chromatin-interacting domains, we observed a modest 

reduction in the two mutants, with ZF1Δ being the most affected, having fewer but larger 

domains; similar results were obtained using Hicratio. We annotated 6,501 and 3,311 

chromatin-interacting domains for WT, 5,310 and 3,054 for ZF1Δ, and 5,749 and 3,118 for 

ZF10Δ using Arrowhead and Hicratio, respectively (Figure S5F; Table S6). Chromatin-

interacting domains were also called using Crane insulation scores (Crane et al., 2015) at 40 

kb bin resolution with an insulating window of 103 or 500 kb, both of which identified 

similar numbers of chromatin domains (Figure S5F).
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Next, we tested if there were any changes in the interaction frequency within conserved 

chromatin-interacting domains. We classified these domains in terms of decreased, 

increased, or stable activity (FDR < 0.1). Regardless of the algorithm used to call chromatin-

interacting domains, we observed that compared with the WT rescue, both mutants had a 

predominantly increased interaction frequency in domains with altered activity (Figure 6A; 

Figure S5E), a trend that reflected the 5C results from TI and RNase A conditions (Figures 

1F, 1G, S1D, and S1E).

Importantly, about 60% of ZF1Δ sites with decreased binding were located in gene 

promoters. An obvious assumption would be that CTCF is functioning as a transcription 

factor in these cases. Nonetheless, ZF1Δ presented the most striking pheno-type of 

chromatin loop disruption. Thus, we analyzed the frequency at which TSSs are found within 

chromatin loop anchors. By overlapping all TSSs with the 9,578 annotated loops for the WT 

rescue, we found that 14% of loop anchors overlapped with a TSS, and of those, the 

majority were delimited by CTCF binding on each side of a chromatin-interacting domain 

called by Arrowhead (Figure S5G), a significantly higher enrichment than the 3% overlap 

seen in the random control. These results suggested that CTCF can function as both a 

transcription factor and an insulator at the same time. Indeed, such is the case for some 

DEGs for ZF1Δ or ZF10Δ that are contained within a chromatin-interacting domain that is 

disrupted along with loss of CTCF in their promoter region, which also serves as an anchor 

for a chromatin loop (Figure 6C).

Next, we attempted to correlate gene expression with the increased activity within 

chromatin-interacting domains. To do this, we assigned a DEG (FDR < 0.05, log2 fold 

change > 1) to a common chromatin-interacting domain when its promoter overlapped with 

the domain. We assessed statistical significance for downregulated or upregulated DEG for 

each mutant. Only the downregulated genes for ZF1Δ showed a significant correlation with 

increased interactions within a chromatin-interacting domain (Figure 6B).

Finally, we focused on genomic compartmentalization using PCA and hierarchical 

clustering, which reveals spatial segregation into A “active” and B “inactive” chromatin 

compartments. Neither RNA binding-defi-cient mutant rescue showed changes in the plaid 

pattern, as defined by the eigenvectors of the Hi-C correlation map, or in compartment 

domains, compared with the WT control (Figure S6). This finding is consistent with 

previous observations revealing that genomic compartmentalization relies on mechanisms 

independent of CTCF and cohesin (Nora et al., 2017; Rao et al., 2017).

The results above indicate that the formation of chromatin loops requires CTCF to properly 

interact with RNA, and mutations in its RBRs disturb their formation with direct and 

indirect effects on gene expression and chromatin organization (Figure 6D).

DISCUSSION

We previously demonstrated the ability of CTCF to bind large numbers of RNAs (Saldaña-

Meyer et al., 2014), findings that were subsequently corroborated by others (Kung et al., 

2015). In this study, we were able to dissect a fundamental and general role for RNA binding 
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to CTCF. Importantly, we describe a clear co-dependency of CTCF-RNA interaction and 

chromatin binding that affects both 3D chromatin structure and transcription.

Some examples exist of individual RNAs that have important and specific functions, and we 

expect that more will surface in the future, especially for different cell types or during 

specific stages of development and differentiation. Regardless, we favor the view that most 

RNA molecules, not only non-coding (nc) RNAs, have a structural and stabilizing role inside 

the nucleus, as well as the potential to mediate or increase protein-protein interactions 

without showing any obvious sequence specificity.

The concept of RNA as a structural component of the nucleus originated in 1989, when the 

Sheldon Penman group reported that the nuclear matrix fibers collapse and aggregate after 

treatment with RNase A or actinomycin D in detergent-extracted cells. They proposed that 

RNA is a structural component of the nuclear matrix, which in turn might organize the 

higher order structure of chromatin (Nickerson et al., 1989). More recently, Hall et al. (2014) 

showed that RNAs transcribed from repetitive LINE1 elements stably associate with 

interphase chromosomes and are stable under TI. Furthermore, the loss of these nuclear 

RNAs from euchromatin disrupts proper chromatin condensation, underscoring the putative 

structural role for transposons including LINEs and other repetitive sequences that together 

constitute more than half of the human genome (de Koning et al., 2011; Hall et al., 2014).

CTCF is highly conserved across species (Heger et al., 2012; Vietri Rudan et al., 2015), and 

the presence of its 11 ZFs suggests that it can bind DNA in multiple ways (Filippova et al., 

1996; Nakahashi et al., 2013). The 20 bp DNA core motif (Holohan et al., 2007; Kim et al., 

2007; Schmidt et al., 2010; Xie et al., 2007) was suggested to be engaged by ZFs 4–7 in vivo 
(Nakahashi et al., 2013). This motif is present in most of the known CTCF-binding sites 

identified by ChIP-seq, and the nonspecific engagement of ZFs other than 4–7 with the 

flanking DNA sequence was proposed to stabilize CTCF binding (Nakahashi et al., 2013). 

Recently, the crystal structure of overlapping stretches of CTCF’s ZFs bound to the core 

motif was resolved, showing that ZFs 3–7 engage the major groove of the core DNA motif. 

Importantly, it also revealed the lack of a specific function in DNA recognition and binding 

for ZF1, ZF10, and ZF11 (Hashimoto et al., 2017). Furthermore, mutating the histidine of 

ZF1 was previously shown to modestly affect the binding of CTCF to chromatin (Nakahashi 

et al., 2013). Our results show that a comparable point mutation did not affect RNA binding, 

but a deletion within ZF1 had a significant decrease in both RNA and chromatin binding 

(Figures 2, 3, and 4). Last, point mutations in ZF1 or ZF10 that do and do not affect the 

binding of ZFs to DNA are found in cancer (Figure 2F) (Kemp et al., 2014). In the context 

of this study, together these data suggest that the main property of ZF1 and ZF10 is binding 

to RNA rather than DNA.

Thus far, CTCF binding to DNA seems unaffected by other factors, as the knockdown of 

most of its binding partners is ineffectual. One exception is the general transcription factor 

II-I (TFII-I), which seems to stabilize CTCF binding at promoter regions (Penã-Hernández 

et al., 2015). In the context of our observations under TI (Figure 1), the knockdown of TFII-I 

most likely affects the transcription of its target genes, and hence the decrease in CTCF 

binding might be an indirect effect of disrupting transcription. Here, we showed that the 
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CTCF-binding sites affected are those whose sequence diverged from the core DNA-binding 

motif (Figures 1D, 3E, and 4C), suggesting that this difference can have important roles in 

regulatory mechanisms, with RNA binding at its core.

CTCF was originally described as a TF, and there are several examples showing that CTCF 

binding to gene promoters is necessary for proper transcription of tumor suppressor genes, 

such as BRCA1, RB, TP53, and p16INK4a (Butcher and Rodenhiser, 2007; De La Rosa-

Velázquez et al., 2007; Soto-Reyes and Recillas-Targa, 2010; Witcher and Emerson, 2009). 

Yet because CTCF was described as having a role as an architectural protein, little attention 

has been afforded to its role as a TF. Most arguments against CTCF being important for gene 

expression rest on the relatively small number ( 200–400) of genes that are affected upon its 

knockdown or even its acute depletion using an AID (Nora et al., 2017; Zuin et al., 2014). In 

this context, our ZF1Δ and ZF10Δ rescue cell lines also exhibited a modest number of 

DEGs, although this varied depending on the threshold applied: 1,000 genes (FDR < 0.05) to 

400 genes (FDR < 0.001).

Additionally, when analyzing the relative occupancy of CTCF as measured by ChIP-seq, 

promoter regions have significantly less occupancy compared with its overall binding sites 

(Figures 1A–1C) (Weintraub et al., 2017). CTCF-binding sites with low occupancy that 

diverge from the core DNA motif were associated with regulated binding during mESC 

differentiation (Plasschaert et al., 2014). In our study, we noticed that CTCF-binding sites 

within DEGs share these same characteristics, and chromatin binding is destabilized in both 

ZF1Δ and ZF10Δ rescue cell lines compared with WT (Figures 4D and 4E).

It is our view that CTCF has a significant role in regulating gene expression on the basis of 

the following observations: (1) Hemi-zygous mice for CTCF succumb to cancer in 80% of 

animals tested, highlighting that chronically lower levels of CTCF have clear dramatic 

effects on the biology of the cell and seem to be a hallmark of carcinogenesis (Kemp et al., 

2014). (2) DEGs have significantly more CTCF-binding sites in their promoters and gene 

bodies (Figure 4B). (3) CTCF orientation at promoters is in the same direction as 

transcription and these form loops with internal CTCF-binding sites close to exons. These 

loops are prevalent and significant for alternative splicing (Ruiz-Velasco et al., 2017). We 

also found that a significant number of TSSs overlap with anchor sites delimiting chromatin-

interacting domains, suggesting that CTCF can function as both a TF and an insulator at the 

same time (Figure S5G). (4) Differences between cell-type specificity of CTCF binding fit 

with the transcription trapping hypothesis: RNA contributes to the maintenance and 

recognition of its binding site for certain TFs such that “transcription of regulatory elements 

produce a positive-feedback loop that contributes to the stability of gene expression 

programs” (Sigova et al., 2015). All these features together underscore the relevance of 

CTCF as a TF and the interplay between transcription and chromatin organization.

In this study, we provide new insight into the relevance of CTCF-RNA interactions. We 

demonstrate that chromatin looping requires not only CTCF binding to chromatin but also to 

RNA. The reduced looping capability observed in RNA binding-deficient mutants causes an 

overall increase in interactions, highlighting the need for RNA molecules to stabilize the 

appropriate connections. Specifically, both ZF1Δ and ZF10Δ show an increase in 
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interactions within chromatin-interacting domains (Figure 6A). These results suggest that 

altered cis-interactions and chromatin loops that are formed throughout the genome alter cell 

proliferation (Figure S2B). Furthermore, gene expres-sion alterations are enriched at 

boundary regions (Figure S6E), possibly through new or disrupted promoter-enhancer 

contacts or aberrant inter-domain interactions, suggesting that these are important regulatory 

regions.

We previously hypothesized that RNA molecules would stabilize CTCF-CTCF loops in vivo 
after describing that CTCF self-association was RNA dependent in vitro (Saldaña-Meyer et 

al., 2014). In our previous study, we termed the RBR (aa 520–727) as the region of CTCF 

from ZF10 to the end of the C terminus and a deletion within that RBR (aa 574–614) was 

found to be necessary for CTCF self-association and affected RNA binding in vitro 
(Saldaña-Meyer et al., 2014). Unexpectedly and in contrast to in vitro results, PAR-CLIP on 

full-length CTCF with the internal deletion resulted in only a modest reduction in RNA 

binding, compelling us to pursue further mapping of RBRs that are now presented in this 

study. In parallel to this study, Hansen et al. (2019) (in this issue of Molecular Cell) showed 

that the internal deletion in the RBR had significant defects on self-associa-tion and 

clustering but the RNA-binding defect is more modest than the ZF1Δ and ZF10Δ mutants. 

Regardless, half of the chromatin loops were disrupted in this mutant (Hansen et al., 2019). 

Together, these two studies suggest that there are several regions within CTCF than can 

associate with RNA and likely with other factors, which together contribute to the stability 

of CTCF binding to chromatin and to the formation of chromatin loops.

Many questions remain to be explored if transcription is considered to be a main factor 

contributing to the regulation of chromatin-interacting domains in a temporal and cell type-

specific manner. Perhaps other RNA-binding proteins can account for specific structural 

roles. Many chromatin-interacting domains are gene poor, or the genes they contain are 

largely silenced. In these cases, the contribution of nascent RNA as a structural component 

appears untenable. Yet it is possible that abundant long-lived transcripts such as those from 

repetitive regions (Hall et al., 2014) could have a general function in chromatin organization 

of these repressed regions. On the basis of the large number of RNA interactors that are 

pulled down with CTCF (Kung et al., 2015; Saldaña-Meyer et al., 2014), we envision that 

these interactions might be highly redundant. Of note, experiments performed to date have 

examined interactions between bulk RNA and CTCF and, importantly, have yet to be 

designed to detect potential specificity of the interacting RNA in the context of distinct 

CTCF DNA-binding sites. Determining exactly how CTCF interacts in complex with DNA 

and RNA as well as with its protein partners will be an exciting new research avenue. 

Advances in technical approaches will be needed to improve our understanding of these 

highly complex regulatory mechanisms.

STAR★METHODS

LEAD CONTACT AND MATERIALS AVAILABILITY

Further information and requests for resources and reagents should be directed to and will be 

fulfilled by the Lead Contact, Danny Reinberg (Danny.Reinberg@nyulangone.org).
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EXPERIMENTAL MODEL AND SUBJECT DETAILS

Mouse ESC culture—E14Tga2 (ATCC, CRL-1821) mESCs were grown in standard 

medium supplemented with LIF, 1 μM MEK1/2 inhibitor (PD0325901, Stemgent) and 3 μM 

GSK3 inhibitor (CHIR99021, Stemgent); rescue cell lines were also grown with 500mM of 

indole-3-acetic acid (IAA, chemical analog of auxin) in the medium as in Nora et al. (2017).

METHOD DETAILS

Transcriptional inhibition—mESCs were incubated with a combination of 

transcriptional inhibitors (Triptolide 1 mM and DRB 100mM) for 1 or 4 hours. After 

treatment cells were immediately harvested for immunoblot, ChIP and 5C experiments.

RNase A treatment—The treatment was performed as in Beltran et al. (2016). Briefly, 

mESCs nuclei were permeabilized with 0.05% Tween-20 in PBS for 10 min at 4C, washed 

once and resuspended in PBS and finally incubated with RNase A (1 mg/ml) or a mock 

reaction for 30 minutes. After treatment cells were immediately harvested for ChIP and 5C 

experiments.

Rescue cell line generation—HEK293T to cells were grown to 90% confluency, split 

1:4 and grown for one day. Cell were then transfected with pLVX-EF1a-IRES-mCherry 

encoding CTCF WT, ZF1Δ, ZF10Δ, H284N or C528S along with their respective packaging 

vectors. After 4 hours of transfection the medium was changed to complete DMEM and 

finally to ESC culture medium after 32–40hr of transfection. Then, the viral supernatant was 

harvested, filtered through 0.45um syringe filter and added polybrene to 8mg/ml. Added the 

mix to cells and spin infect (500 g X 60min). Change medium the next day. Sorted for 

mCherry positive cells after 2 days of infection for each condition.

Cell isolation and flow cytometry—Single-cell suspensions were prepared passing 

through 40-mm cell strainers (BD Biosciences) and sorted for mCherry+ mESCs using 

SY3200 cell sorter. For cell cycle analysis, Click-It Edu AlexaFluor 488 Flow Cytometry 

Assay (Invitrogen) was used following manufacturing protocol and counterstaining with 

Propidium Iodide. Stained cells were assayed with BD LSRII flow cytometer and all results 

were analyzed using FlowJo software.

PAR-CLIP—PAR-CLIP was performed as in Saldaña-Meyer et al. (2014) with some 

modifications. Briefly, cells were grown under standard conditions and pulsed with 400 mM 

4-SU (Sigma) for 2 h. After washing the plates with PBS, cells were cross-linked with 400 

mJ/cm2 UVA (312 nm) using a Stratalinker UV cross-linker (Stratagene). Whole nuclear 

lysates (WNLs) were obtained by fractionation and nuclei were then incubated for 10 min at 

37 C in an appropriate volume of CLIP buffer (20 mM HEPES at pH 7.4, 5 mM EDTA, 150 

mM NaCl, 2% EMPIGEN) supplemented with protease inhibitors, 20 U/mL Turbo DNase 

(Life technologies), and 200 U/mL murine RNase inhibitor (New England Biolabs). After 

clearing the lysate by centrifugation, immunoprecipitations were carried out using 200 mg of 

WNLs, CTCF antibody, in the same CLIP buffer for 4h at 4 C and then added protein G-

coupled Dynabeads (Life Technologies) for an additional hour. Contaminating DNA was 

removed by treating the beads with Turbo DNase (2 U in 20 mL). Cross-linked RNA was 
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labeled by successive incubation with 5 U of Antarctic phosphatase (New England Biolabs) 

and 5 U of T4 PNK (New England Biolabs) in the presence of 10 mCi [32P] ATP 

(PerkinElmer). Labeled material was resolved on 8% Bis-Tris gels, transferred to 

nitrocellulose membranes, and visualized by autoradiography. The same membrane was then 

blocked with TBS-T and 5% milk and blotted for CTCF and Lamin-B.

ChIP-seq—ChIP-seq experiments were performed as described previously (Gao et al., 

2012). Briefly, cells were fixed with 1% Formaldehyde. Nuclei were isolated using buffers 

in the following order: LB1 (50 mM HEPES, pH 7.5 at 4C, 140 mM NaCl, 1 mM EDTA, 

10% Glycerol, 0.5% NP40, 0.25% Triton X; 10 min at 4C), LB2 (10 mM Tris, pH 8 at 4C, 

200 mM NaCl, 1 mM EDTA, 0.5 mM EGTA; 10 min at RT), and LB3 (10 mM Tris, pH 7.5 

at 4C, 1 mM EDTA, 0.5 mM EGTA, and 0.5% N-Lauroylsarcosine sodium salt). Chromatin 

was fragmented to an average size of 250 bp using a Diagenode Bioruptor. Chromatin 

immunoprecipitation was performed with CTCF or K27ac anti-bodies. ChIP-seq libraries 

were prepared using the Kapa Library Prep Kit.

Bulk RNA-seq—Total RNA from ESCs was isolated with TRIzol (Life Technologies). 

Stranded libraries were then prepared with 2 mg of total RNA as starting material using 

TruSeq Stranded mRNA kits following the manufacturer’s instructions.

Single-cell RNA-seq library preparation—Single-cell RNA-seq libraries were 

prepared using the Chromium Controller (10X Genomics). Briefly, single cells in 0.04% 

BSA in PBS were separated into droplets and then reverse transcription and library 

construction was performed according to the 10X Chromium Single Cell 30 Reagent Kit 

User Guide and sequenced on an Illumina Novaseq 6000.

Single-cell RNaseq analysis was performed for three 10X libraries (WT, ZF1Δ and ZF10Δ 

rescues) and sequenced on a paired-end 26/98 Illumina NovaSeq 6000 S2 run. Per-read per-

sample FASTQ files were generated using the bcl2fastq Conversion software (v2.20) to 

convert BCL base call files outputted by the sequencing instrument into the FASTQ format. 

The 10X Genomics analysis software, Cell Ranger (v2.1.0), specifically the “cellranger 

count” pipeline, was used to align reads from the generated FASTQ files to the mouse 

reference genome mm10, generate gene-barcode expression matrices, and perform 

clustering and differential gene expression analysis. The outputs of the three conditions 

(WT, ZF1Δ and ZF10Δ) from the “cellranger count” pipeline were aggregated using the 

“cellranger aggr” pipeline of Cell Ranger, normalizing the combined output to the same 

sequencing depth and recomputing the gene-barcode matrices and expression analysis 

accordingly for the aggregated data.

Hi-C library preparation—Hi-C libraries were constructed using the Arima kit following 

the manufacturer’s instructions. Briefly, cells were crosslinked with 2% formaldehyde to 

obtain 1–5 μg of DNA per Arima-HiC reaction. Importantly, the crosslinked cell pellet for 

each Arima-HiC reaction should not occupy more than 20 μL of volume in the sample tube 

and be devoid of any residual liquid. The Arima kit uses an enzyme cocktail that cuts at the 

following motifs, where ‘^’ is the cut site on the + strand: ĜATC, GÂNTC (N can be either 

of the 4 genomic bases). Because a digested end produced by one enzyme can be ligated to a 
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digested end produced by the other enzyme, there are 4 possible ligation junction signatures 

in the chimeric reads: GATC-GATC, GANT-GATC, GANT-ANTC, GATC-ANTC. All 

enzymatic reactions were made in PCR tubes and incubation was performed using a 

thermocycler. Libraries were prepared using the Kapa Library Prep Kit with a modified 

protocol provided by Arima.

Definition of regulatory regions

Enhancers: For Figures S1C and S3B. Typical-enhancer coordinates were downloaded from 

Whyte et al. (2013)

5C Library Preparation: 5C was performed as in Narendra et al. (2016). Briefly, 5C 

primers were annealed at 48 C for 16hrs atop the 3C libraries from each sample. 1fmol of 

each primer was used in the annealing reaction with 1 μg of 3C template and 1 μg of salmon 

sperm DNA. 16 separate annealing reactions were performed per sample, along with control 

reactions with individual components removed. Forward and reverse primers that annealed 

to adjacent regions of the 3C template were ligated with 10U of Taq ligase for 60’ at 48 C. 

Successfully ligated forward-reverse primer pairs were then amplified in 6 separate PCR 

reactions per annealing reaction, using primers specific to the T7 and T3 overhangs. PCR 

reactions from the equivalent initial sample were then pooled, purified, and run on a gel to 

ensure the control reactions did not show an amplification product. Libraries were then 

generated from the purified PCR product to allow for deep sequencing.

QUANTIFICATION AND STATISTICAL ANALYSIS

Bulk RNA-seq Analysis—Raw sequencing files were aligned against the mouse 

reference genome (GRCm38/mm10) using tophat 2.1.1 and differentially expressed genes 

were called using DESeq2 with adjusted p values 0.05 and 0.001.

Single-cell RNA-seq Analysis—Sequencing data was demultiplexed using the 10X 

Genomics Cell Ranger software (version 2.0.0) and aligned to the mm10 transcrip-tome. 

Unique molecular identifiers were collapsed into a gene-barcode matrix representing the 

counts of molecules per cell as determined and filtered by Cell Ranger using default 

parameters. Normalized expression values were generated using Cell Ranger using the 

default parameters.

ChIP-seq Analysis—Raw sequencing files were aligned against the mouse reference 

genome (GRCm38/mm10) using Bowtie2 (version 2.3.4.1) (parameters: -N 1 -k 1 -q -x). 

Ambiguous reads were filtered to use uniquely mapped reads in the downstream analysis. 

PCR duplicates were removed using Picard-tools (version 1.88). MACS version 2.0.10 was 

used to call narrow peaks (parameters: -g 1.87e9–qvalue 0.01). To create heatmaps we used 

deepTools (version 2.4.1) (Ramírez et al., 2016). We first ran bamCoverage (–binSize 50–

extendReads 200 -of bigwig) and normalized read numbers to RPKM or to the spike-in 

Drosophila DNA (–scaleFactor sf), obtaining read coverage per 50-bp bins across the whole 

genome (bigWig files). We then used the bigWig files to compute read numbers centered on 

CTCF peaks called by MACS, on TSSs or enhancers (computeMatrix reference-point–
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sortRegions descend–sortUsing mean–averageTypeBins mean). Finally, heatmaps were 

created with plotHeatmap (–colorMap = ‘Blues’–sortRegions = no).

We used the DiffBind package to identify CTCF sites with significant increase or decrease 

in binding affinity (Parameters: summits = 250, FDR < 0.01, log2FoldChange > 1).

De Novo Motif Discovery—De novo motif discovery was carried out using the Homer 

pipeline (Heinz et al., 2010) using coordinates for peaks lost in ZF1Δ and ZF10Δ conditions 

(findMotifsGenome.pl -size 200).

Motif Analysis—To quantify the affinity of each CTCF motif instance identified from our 

ChIP-seq data we used DeepBind (Alipanahi et al., 2015), a deep learning algorithm that has 

been trained on large amounts of ChIP-seq data and can be used to score the affinity of any 

given sequence for the CTCF motif. 500 bp DNA sequences were used to score their motif 

affinity with DeepBind v0.11, using motif D00328.018 (CTCF).

Hi-C data processing and quality control

Processing: HiC-Bench (Lazaris et al., 2017) was used to align and filter the Hi-C data, 

identify chromatin-interacting domains, and generate Hi-C heatmaps. To generate Hi-C 

filtered contact matrices, the Hi-C reads were aligned against the mouse reference genome 

(GRCm38/mm10) by bowtie2 (Langmead and Salzberg, 2012) (version 2.3.1). Mapped read 

pairs were filtered by the GenomicTools (Tsirigos et al., 2012) tools-hic filter command 

integrated in HiC-bench for known artifacts of the Hi-C protocol. The filtered reads include 

multi-mapped reads (‘multihit’), read-pairs with only one mappable read (‘single sided’), 

duplicated read-pairs (‘ds.duplicate’), low mapping quality reads (MAPQ < 20), read-pairs 

resulting from self-ligated fragments, and short-range interactions resulting from read-pairs 

aligning within 25kb (‘ds.filtered’). For the downstream analyses, all the accepted intra-

chromosomal read-pairs (‘ds.accepted intra’) were used.

The Hi-C filtered contact matrices were corrected using the ICE “correction” algorithm 

(Imakaev et al., 2012) built into HiC-bench. Chromatin-interacting domains were annotated 

in all conditions using Arrowhead at 10kb resolutions using default parameters (Durand et 

al., 2016). We also assessed chromatin loops with aggregate peak analysis (APA). We 

analyzed the data at 10kb resolution (-r 10000 -x 42 -k KR). HiC heatmaps for regions of 

interest were generated in juicer.

Chromatin domains and boundaries were called using Crane (Crane et al., 2015) at 40 kb bin 

resolution with an insulating window of 103 kb and 500kb. We also called domains using the 

Hicratio algorithm (Lazaris et al., 2017) at 40kb resolution.

Quality Control—Quality assessment analysis shows that the total numbers of reads per 

biological replicate for each condition ranged from 600 million reads to 1.1 billion. The 

percentage of reads aligned was always over 98% in all samples. The proportion of accepted 

reads (‘ds-accepted-intra’ and ‘ds-accepted-inter’) was 40%, which in all cases was 

sufficient to annotate chromatin loops with HICCUPS.
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Downstream Analysis—The data was aligned against the mm10 reference genome. All 

contact matrices used for further analysis were KR-normalized. Chromatin loops were 

annotated for all conditions using HiCCUPS (Durand et al., 2016). Loops were called at 5kb 

and 10kb resolutions and merged using default parameters.

Compartments: Compartment analysis was carried out using the Homer pipeline (Heinz et 

al., 2010) (v4.6). Homer performs a principal component analysis of the normalized 

interaction matrices and uses the PCA1 component to predict regions of active (A 

compartments) and inactive chromatin (B compartments). Homer works under the 

assumption that gene-rich regions with active chromatin marks have similar PC1 values, 

while gene deserts show differing PC1 values. HiC filtered matrices were given as input to 

Homer together with H2K27ac peaks for compartment prediction. H2K27ac was used by 

Homer as prior information of active regions.

To determine if significantly altered compartments were present in the mutants, we used 

Homer’s getHiCcorrDiff.pl pipeline to correlate the interaction profile of each locus in the 

mutants to the interaction profile of that same locus in the wild-type condition. As a result, 

no significant altered compartment region was identified. We generated density plots to 

compare the cis-eigenvector 1 values of the mutants and the wild-type by using 50kb 

genomic bins. Pearson correlation coefficients were also calculated (‘Cor’ function in R).

Intra-domain interactions: We used the ‘domains-diff’ pipeline present in HiC-Bench to 

assess statistically significant intra-domain interactions.

First, the domains-diff pipeline identifies overlapped or positionally consistent domain 

(common chromatin-interacting domains). This approach establishes a minimum domain 

length parameter (default: 10 bins) and extends either side of the domain by 3 bins (+/120 kb 

in 40kb resolution). chromatin-interacting domains across two samples are considered 

positionally consistent if their boundaries are as close as 3 bins. The boundaries of the 

common chromatin-interacting domains are then set to those which yield the largest domain. 

The set of common domains between any two samples s1 and s2 is denoted as T. In the next 

step, a paired two-sided t test is performed on each single interaction bin within each 

common domain between the two samples. It calculates the difference between the average 

scores of all interaction intensities within such domains. A multiple testing correction by 

calcu-lating the false-discovery rate per common domain (using the R function p.adjust with 

method = “fdr”) is also calculated.

Cℎromatin − interacting domain(t) =
∑ i ∈ It s2i

# It
−

∑ i ∈ It s1i
# It

for each t ∈ T, and It being all intra-domain interactions for domains t.

We classified the common domains in terms of increased, decreased or stable intra-domain 

interactions by using FDR < 0.1 and absolute domain interactions change > 0.15. A 

minimum common domains length of 240 kb was considered in the intra-domain 

interactions differential analysis (6 bins).

Saldaña-Meyer et al. Page 16

Mol Cell. Author manuscript; available in PMC 2020 May 02.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Gene expression analysis in Common domains: To assess the correlation of RNA 

expression with the intra-domain activity status of the common domains in the ZF1 and 

ZF10 mutants, we assigned a differentially expressed gene (FDR < 0.05) to a common 

domain when its promoter overlapped with a common domain (overlap > 1 bp). Then, the 

mean fold change of the RNA expression inside each common domain was computed for 

upregulated and downregulated DEGs, separately, and compared between the common 

domain groups (increased-activity, decreased-activity, stable-activity). Statistical 

significance was assessed by performing a wilcoxon test (unpaired) and boxplots were 

generated in R.

Annotation of the differential CTCF sites: We used the ChIPSeeker library to annotate the 

differential CTCF sites obtained in the DiffBind analysis. Annotation packages: 

‘TxDb.Mmusculus.UCSC.mm10.knownGene’ and ‘org.Mm.eg.db’ (Bioconductor).

To annotate the CTCF differential sites in domains or boundaries we used the domains and 

boundaries obtained using Crane (w = 500kb). A CTCF site was assigned to a boundary if 

the complete CTCF peak was found within the boundary coordinates.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Highlights

• Transcriptional inhibition disrupts CTCF binding to chromatin

• RNA-binding regions (RBRs) in CTCF are found within ZF1 and ZF10

• Gene expression and chromatin binding are disrupted by RBR mutants

• Chromatin loops are markedly decreased in ZF1Δ and ZF10Δ mutant rescues
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Figure 1. Transcriptional Inhibition Disrupts CTCF Binding Predominantly in TSS
Transcription was inhibited in mESCs for 4 h with co-incubation of DRB and triptolide. 

Cells incubated with DMSO served as control.

(A) Shows CTCF ChIP-seq heatmaps centered and rank-ordered on CTCF-binding sites. 

Corresponding average density profiles are plotted at the top of the heatmaps to illustrate 

differences between DMSO and 4 h of TI.

B) A subset of peaks exhibit dramatically reduced CTCF enrichment after 4 h of TI. 

Overlapping peaks for TSS are highlighted in blue.

(C) Average density profiles for the same ChIP-seq as (A) but centered on TSS.

(D) Boxplot showing the motif affinity scores for CTCF-binding sites lost after 

transcriptional inhibition versus a random set of CTCF-binding sites in the control (Mann-

Whitney test, p < 0.0001).

(E) Representative example of a CTCF peak with decreased binding to the TSS of the Slain2 

gene. ChIP-seq tracks for DMSO (gray) and 4 h of TI (red) are overlapped for comparison.

(F) 5C heatmap depicting the interaction frequency between restriction fragments across a 4 

Mb region surrounding the HoxA cluster (data were binned in 15 kb windows; step size 5 

kb; the median is shown). Comparative 5C heatmap shows increased (red) and decreased 

(blue) interactions after TI. Overlapped ChIP-seq tracks above illustrate decreased binding 

of CTCF. Darker colors represent increasing interaction frequency.

(G) Zoom into a chromatin domain delimited by CTCF sites (top). Overlapped ChIP-seq 

tracks for DMSO (gray) and 4 h of TI (red) illustrate no change in CTCF binding for the 

loop enclosed in a rectangle (bottom).
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Figure 2. Deletions in ZF1 and ZF10 Independently Abolish CTCF Binding to RNA
(A) Schematic representation of known domains of WT CTCF with its 11 zinc fingers being 

numbered (top); smoothed residue-level RBR-ID score (He et al., 2016), plotted along the 

primary sequence (bottom).

(B) FACS analysis highlighting percentage of GFP+ or mCherry+ CTCF-AID-GFP mESCs 

with or without rescue of CTCF: WT, ZF1Δ, or ZF10Δ.

(C) Immunoprecipitation of all rescue cell lines indicated and immunoblots for CTCF and 

Rad21.

(D) Representative image of GFP-CTCF incubated with each rescue, immunoprecipitated 

with a GFP antibody and blotted against CTCF (left); bar graph quantification of each rescue 

protein relative to the GFP-CTCF (n = 5) (right).

(E) PAR-CLIP of stably expressed WT and mutant CTCF in mESCs. Autoradiography for 
32P-labeled RNA (top) and control western blot (middle and bottom).

(F) Schematic representation of ZF1 and ZF10 of CTCF; mutations found in breast and 

endometrial cancer that alter zinc binding are shown in black; mutations that do not alter 

zinc binding are in blue, and RBR-ID deletions are in brackets.
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Figure 3. Gene Expression Defects Are Partially Preserved between RBR Deletions
(A) Principal-component analysis (PCA)-based representation of single-cell RNA-seq data 

for rescue cell lines from WT (gray), ZF1Δ (black), and ZF10Δ (red). Each dot represents a 

single cell, and dots are arranged on the basis of PCA. The final number of cells sequenced 

per condition is noted in parentheses.

(B) Heatmaps depicting differentially expressed genes from scRNA-seq.

(C) Venn diagrams showing the overlap between differentially expressed genes for the 

different conditions and levels of significance.

(D) Bar graph illustrating the percentage of genes that have at least one CTCF-binding site 

for CTCF in the promoter region or gene body.

(E) Boxplot showing the motif affinity scores for CTCF-binding sites within DEG 

represented in (B) compared with a random sample of genes (Mann-Whitney test, p < 

0.0001).
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Figure 4. Deletion of RBRs in CTCF Disturb Its Chromatin Binding
(A) CTCF ChIP-seq for WT (gray), ZF1Δ (black), and ZF10Δ (red) rescue cell lines. 

Heatmaps were generated by centering and rank-ordering on CTCF-binding sites. Those lost 

for ZF1Δ (top) or ZF10Δ (bottom) are shown.

(B) De novo motif discovery was called for binding sites in (A), and a black box encloses 

the eighth position in which A to G was specifically preferred by ZF1Δ.

(C) Boxplot showing the motif affinity scores for CTCF-binding sites in (A) compared with 

unchanged sites (Mann-Whitney test, p < 0.0001).

(D) Bar graph representing the top three genomic regions for CTCF sites in (A).

(E and F) Mean expression levels for differentially expressed gene Cdkn2a (E) and 

corresponding ChIP-seq tracks (F) under each condition.
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Figure 5. RBR Mutants Disturb Chromatin Loops
(A) Aggregate peak analysis (APA) was used to measure the aggregate strength of chromatin 

loops annotated by HICCUPS on the WT rescue. Loop strength is indicated by the extent of 

focal enrichment at the center of the plot. APA scores are shown on the bottom left.

(B) Bar graph representing APA scores between rescue conditions.

(C) Bar graph representing the number of chromatin loops annotated by HICCUPS for each 

individual condition.

(D) Representative contact matrix (at 5 kb resolution) shows that the chromatin loop in the 

WT rescue (left) disappears in the ZF1Δ (middle) or loses strength in ZF10Δ (right), while 

CTCF binding is lost at one of the anchors.

(E) Same as (D), but in this example CTCF remains bound under all conditions.
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Figure 6. RBR Mutants Disturb Chromatin Loops
(A) Intra-domain interaction changes in WT versus ZF1Δ and WT versus ZF10Δ for 

common domains. CTCF mutant rescues are associated with gain (red) and loss (blue) of 

intra-domain interactions.

(B) Boxplots representing the correlation between DEG and chromatin domains whose 

interactions are increased. Only downregulated genes for ZF1Δ are significantly correlated 

with increased intra-domain interactions, while all others are not significantly correlated.

(C) Representative contact matrix (at 5 kb resolution) show that the chromatin loop anchor 

on the left overlaps with the promoter of the Syne2 gene. In the WT rescue (left), the loop 

disappears in the ZF1Δ (middle) and is stable in ZF10Δ (right), while CTCF binding is lost 

only at the promoter and anchor for ZF1Δ. Syne2 is upregulated only under the ZF1Δ 

condition.

(D) Graphical representation of a chromatin loop formed by two CTCF proteins (green) and 

cohesin rings (blue), stabilized by an RNA in the WT condition (left diagram). Two 

outcomes are observed for the RNA binding-deficient mutants (ZF1Δ and ZF10Δ): (1) the 

loop is lost and a CTCF protein loses its binding to chromatin (top, right diagram), or (2) 
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both CTCF proteins remain bound to chromatin yet the chromatin loop is still lost (bottom, 

right diagram).
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KEY RESOURCES TABLE

REAGENT or RESOURCE SOURCE IDENTIFIER

Antibodies

Anti-CTCF (IP, ChIP) Abcam Cat# ab70303 RRID:AB_1209546

Anti-CTCF (WB) Millipore # 07-729 RRID:AB_441965

Anti-Lamin B Abcam Cat# ab16048 RRID:AB_10107828

Anti-Gapdh Abcam Cat# ab8245 RRID:AB_2107448

Anti-YY1 Santa Cruz # sc-7341 X RRID:AB_2257497

Chemicals, Peptides, and Recombinant Proteins

Triptolide Sigma-Aldrich Cat# T3652 N/A

DRB Sigma-Aldrich Cat# D1916 N/A

Indole-3-acetic acid sodium salt (auxin 
analog)

Sigma-Aldrich Cat# I5148-2G N/A

CHIR99021 Stemgent N/A

PD0325901 Stemgent N/A

Critical Commercial Assays

TruSeq Stranded mRNA Kit illumina N/A

Kapa Library Prep Kit Roche N/A

Arima Hi-C Kit Arima N/A

Deposited Data

Hi-C, 5C, RNA-Seq, scRNA-Seq and 
ChIP-Seq data

This paper GSE125595

Unprocessed gel images for Figures 2, S1 
and S2

This paper https://doi.org/10.17632/xbrf8x7k22.1

Experimental Models: Cell Lines

mESC e14 CTCF-GFP-Tir1-TIGER Nora et al., 2017 N/A

mESC e14 CTCF-GFP-Tir1-TIGER-WT-
Rescue

This paper N/A

mESC e14 CTCF-GFP-Tir1-TIGER-ZF1Δ-
Rescue

This paper N/A

mESC e14 CTCF-GFP-Tir1-TIGER-
ZF10Δ-Rescue

This paper N/A

mESC e14 CTCF-GFP-Tir1-TIGER-ZF1-
H284N-Rescue

This paper N/A

mESC e14 CTCF-GFP-Tir1-TIGER-ZF10-
H528S-Rescue

This paper N/A

Recombinant DNA

pLVX-EF1a-IRES-mCherry Vector (pLVX) Clontech Cat# 631987

Oligonucleotides

Mol Cell. Author manuscript; available in PMC 2020 May 02.

https://doi.org/10.17632/xbrf8x7k22.1


A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Saldaña-Meyer et al. Page 31

REAGENT or RESOURCE SOURCE IDENTIFIER

See Table S2 This paper N/A

Software and Algorithms

RStudio RStudio RRID:SCR_000432

Samtools Li et al., 2009 RRID:SCR_002105

Integrative Genomics Viewer Robinson et al., 2011; Thorvaldsdóttir et al., 2013 RRID:SCR_011793

Bowtie2 Langmead and Salzberg, 2012 RRID:SCR_005476

deepTools Ramírez et al., 2016 RRID:SCR_016366

MACS Zhang et al., 2008; https://github.com/taoliu/MACS/ RRID:SCR_013291

HiC-Pro Servant et al., 2015 https://github.com/nservant/HiC-Pro

DESeq2 https://www.bioconductor.org RRID:SCR_015687

HiC-Bench Lazaris et al., 2017 https://github.com/NYU-BFX/hic-bench

Juicer 1.5 Durand et al., 2016; https://github.com/aidenlab/
juicer/wiki

RRID:SCR_017226

tophat 2.1.1 Trapnell et al., 2012; https://github.com/cole-
trapnell-lab/cufflinks

RRID:SCR_013035

Homer 4.10 Heinz et al., 2010; http://homer.ucsd.edu/homer/ RRID:SCR_010881

DiffBind Stark and Brown, 2011; http://bioconductor.org/
packages/DiffBind/

RRID:SCR_012918

ChIPseeker Yu et al., 2015 http://bioconductor.org/packages/
ChIPseeker/

DeepBind Alipanahi et al., 2015 http://tools.genes.toronto.edu/deepbind/
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