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Abstract

Objective: Robotics-assisted retinal microsurgery provides several benefits including 

improvement of manipulation precision. The assistance provided to the surgeons by current 

robotic frameworks is, however, a “passive” support, e.g., by damping hand tremor. Intelligent 

assistance and active guidance are, however, lacking in the existing robotic frameworks. In this 

paper, an active interventional control framework (AICF) has been presented to increase operation 

safety by actively intervening the operation to avoid exertion of excessive forces to the sclera.

Methods: AICF consists of four components: 1) the steady-hand eye robot as the robotic module; 

2) a sensorized tool to measure tool-to-sclera forces; 3) a recurrent neural network to predict 

occurrence of undesired events based on a short history of time series of sensor measurements; and 

4) a variable admittance controller to command the robot away from the undesired instances.

Results: A set of user studies were conducted involving 14 participants (with 4 surgeons). The 

users were asked to perform a vessel-following task on an eyeball phantom with the assistance of 

AICF as well as other two benchmark approaches, i.e., auditory feedback (AF) and real-time force 

feedback (RF). Statistical analysist shows that AICF results in a significant reduction of proportion 
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of undesired instances to about 2.5%, compared to 38.4% and 26.2% using AF and RF, 

respectively.

Conclusion: AICF can effectively predict excessive-force instances and augment performance of 

the user to avoid undesired events during robot-assisted microsurgical tasks.

Significance: The proposed system may be extended to other fields of microsurgery and may 

potentially reduce tissue injury.
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I. Introduction

Retinal surgery is an excellent example of a high-demand dexterity procedure that may 

benefit from robotic systems. The procedures in retinal surgery involve manipulation of 

tissues on the micron scale, for which even single millinewton forces (below human tactile 

ability) [1] can lead to irreversible structural and functional damage. In a typical retinal 

procedure, a surgical microscope is used to provide a clear and magnified view of the 

interior of the eye for the surgeon. The surgeon inserts two or more small instruments (e.g. 

25Ga, ϕ < 0.5mm) through the sclerotomy port (ϕ < 1mm) on the sclera, to perform delicate 

tissue manipulations on the eye. An example of retinal surgical tasks that remain challenging 

is retinal vein cannulation. which is an exploratory treatment for retinal vein occlusion. 

During retinal vein cannulation. the surgeon needs to pass and hold the needle or micro-

pipette through the sclerotomy port and carefully insert it into the targeted retinal vein. After 

insertion, the surgeon needs to hold the tool steadily for as long as required for clot-

dissolving drug injection to be carried out. At the sclerotomy port, the tool exerts continuous 

tool-to-sclera forces (scleral force) throughout the procedure. The outcomes of retinal 

surgery are impacted by many factors, including but not limited to surgeon physiological 

hand tremor, fatigue, poor kinesthetic feedback, patient movement, and the absence of force 

sensing. The risk of iatrogenic injury to the eye is therefore real.

The challenges of retinal surgery could be potentially reduced by robotic technology. 

Various robotic devices have been developed to enhance and expand capabilities of surgeons 

and to improve retinal surgery safety. Robotic prototypes were proposed prior to 2000 and 

these are the early robotic systems that laid the ground work for modern robot-assisted 

retinal surgery [2]–[5]. Subsequent systems are more advanced and are categorized as 

follows:

(a). Tele-operated:

In this category, the operator indirectly performs surgery through a master console device. 

Rahimy et al. [6] presented an intraocular robotic interventional and surgical system 

(IRISS). IRISS provides a large range of motion for instruments to perform eye surgeries in 

anterior segment (e.g., cataract) and posterior segment (e.g., vitreo-retinal surgery). The 

feasibility of IRISS was evaluated on porcine eyes. Wei et al. [7] developed a dual-arm 

robot, which consists of a 6-degree-of-freedom (DOF) parallel robot and a 2-DOF 
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manipulator. The system was evaluated in microvascular stenting on chick chorioallantoic 

membranes and agar vascular models. Ueta et al. [8] developed a robotic manipulator using 

an arc-slider for retinal surgery. Their system also incorporated a 3-dimensional visual 

system. Xiao et al. [9] developed two manipulators aimed for retinal vein bypass surgery. 

The evaluation experiments were carried out in porcine eyes. He et al. [10] devised a two-

arm robot system for retinal surgery, in which each arm consists of a SCARA robot. The 

feasibility of their system was evaluated on an eye phantom and in porcine eyes. Edwards et 

al. have developed improved clinically applicable robotic system. “Preceyes” [11], that has 

now been used successfully in human clinical trials. Gijbels et al. [12] developed a similar 

system that has successfully performed retinal vein cannulation in human patients, and can 

also be used as a hand-on device.

(b). Hands-on operated:

Unlike a tele-operated system, a hands-on operated device does not have a master console. 

Instead, it allows the user to hold any tool mounted on the system’s end-effector directly. An 

example of such systems is the Steady-Hand Eye Robot (SHER) developed at Johns 

Hopkins University (JHU) [13]. SHER allows the user to directly hold the tool mounted on 

SHER’s end-effector to perform tasks. The forces applied by the user’s hand to the tool 

handle is captured by a force/torque sensor at SHER’s end-effector in a real-time manner, 

and is used to compute SHER’s velocity. In addition to increased steadiness and accuracy, 

direct instrument manipulation provided by the SHER is potentially helpful in averting 

injury when instantly removing the instrument from patients eye is required.

(c). Hand-held:

As stand-alone devices, such systems have the benefits of being lighter and more portable 

than robotic platforms. MacLachlan et al. [14] developed “Micron”, a hand-held tool that 

reduces tremor by actuating the tip to counteract the effect of any undesired low-amplitude 

and high-frequency motions such as hand tremors. Hubschman et al. [15] proposed a 

flexible micro-forceps, Micro-hand, which is able to apply calibrated forces to ocular 

tissues. He et al. [16] presented a sub-millimeter intraocular dexterous device aimed at 

enhancing surgeon dexterity within the vitreous cavity. These systems can also be mounted 

as end-effectors on a robotic platform.

(d). Untethered:

Kummer et al. [17] designed a fully untethered microrobot using a wireless magnetic control 

scheme. The intraocular microrobot could be actuated by the electromagnetic system for 

delicate retinal procedures.

In addition to reducing tremor and enhancing precision, the above-mentioned platforms can 

be equiped with sensors to improve tactile and force perception of surgeons. Optical sensors 

with high resolution, enhanced sensitivity, and reduced size are potentially usable in retinal 

environments. Yu et al. [18] designed an optical coherence tomography (OCT) guided 

forceps, which could provide real-time intraocular visualization of retinal tissues as well as 

the distance between the tool tip and tissue. Song et al. [19] developed an OCT-based 

forceps to detect the contact between forceps tip and retina. A JHU research group 
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developed microsurgical instruments based on Fiber Bragg Gratings (FBG) sensors to 

measure not only transverse [20], and axial force at the tool tip [21], but also the location 

and amount of force on the tool shaft [22]. The collective body of work implies that force 

sensing may be a useful strategy for understanding the forces on instruments during 

prototypical maneuvers, and a first step towards preventing undesirable tissue damage as a 

result of tool-tissue interactions.

Force sensing may also be used to provide feedback to improve surgeon awareness. AF [23] 

is based on the emission of audio responses to specific force levels measured by the sensing 

tool, indicating risk of damage to the retina. Haptic feedback based on RF [24], on the other 

hand, relies on restricting instrument movement in response to the breaching of a prescribed 

force limit. Due to an incomplete understanding of a surgeon’s imminent intentional 

manipulations, existing systems can only enhance the safety in a passive way, i.e., without 

predicting and/or preventing unintentional maneuvers by the surgeon. Therefore, potential 

damage to the eye tissue during surgery remains a concern, while passive feedback systems 

are insufficient to prevent injuries.

Therefore, in this paper, a novel active system, AICF, is presented to enable prediction and 

prevention of unintentional and potentially risky maneuvers of the surgeon. It should be 

noted that the system is considered active in the sense that it actively interferes with the task 

when necessary in a predictive and intelligent manner, rather than in a passive manner by 

only damping the motion after the undesired event occurs. Fig. 1 shows the overall scheme 

of the proposed framework. The framework consists of a force sensing tool with FBG 

attached to the SHER’s end- effector, an RNN predictor, and an adaptive admittance 

controller. To design the RNN, the measurements from the FBG sensors along with velocity 

of the robot’s end-effetor and the insertion depth of the tool inside the eyeball are used. The 

data is fed into an RNN with long short-term memory (LSTM) units to predict undesired 

instances in terms of forces at the scleral port. When an undesired instance is predicted by 

the RNN, the adaptive admittance controller then actuates the SHER to partially interrupt the 

user maneuvers and perform compensatory motions to prevent the excessive range of scleral 

forces.

Preliminary evaluation of the AICF was discussed previously in a conference paper [25]. 

The results reported in [25] was only a pilot phase with 3 users and a network model trained 

with a limited sets of data. In the current version, the network has been updated using an 

extended dataset collected from multiple users. In addition, a new variable admittance 

controller is applied, and the AICF is evaluated in a multi-user study involving 14 users 

(including 4 retinal clinicians). A more realistic surgical task was also chosen. The users 

were asked to perform a ”vessel following” task, which is a typical operation in retinal 

surgery, with two hands on en eye phantom, in which the eyeball can freely rotate. The users 

performed the task in 3 cases: with the assistance of AICF, as well as two other benchmark 

approaches (AF and RF). The results show statistically significant superior performance of 

the AICF compared to AF and RF in keeping the scleral force within the safety limits.
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II. Active interventional control framework

As mentioned above, the AICF consists of four components: a force sensing tool, an RNN, a 

variable admittance control system, and the existing SHER. The force sensing tool has been 

previously shown to measure the scleral force and the insertion depth as shown in Fig. 2. 

Installed within the force sensing tool, FBG sensors provide strain measurements at a given 

segment of the tool shaft. Based on the strain measurements, the insertion depth and the 

scleral force are then calculated using the calibration algorithm presented in [22]. Root 

Mean Square (RMS) errors of the scleral force and the insertion depth were 2.1 mN and 0.3 

mm, respectively. In the following subsections, the proposed RNN and the variable 

admittance controller are discussed:

A. RNN predictor

Magnitude of the sclera force is affected by many factors, including the surgeon’s and 

patient’s movements, friction between the instrument and the scleral port, and scleral port 

deformation. The uncertainty inherent in these parameters makes scleral force modeling 

challenging for classical predictors, such as Kalman filters [26], a dynamic method that 

depends on the state model. However, model-free methods, i.e., neural networks, have been 

shown to have significant advantages in handling such high-dimension modeling problems 

[27]. Based on efficiency in modeling such parameters, neural networks were adopted as the 

prediction model in this paper.

1) RNN architecture design: Classical RNN models are described to have vanishing-

gradient problem when trained with back propagation through time due to their deep 

connections over long periods [28]. To overcome this problem, LSTM model [29] was 

proposed to capture long-range dependencies, nonlinear dynamics, and to model varying-

length sequential data, achieving state-of-the-art results for problems spanning clinical 

diagnosis [30], image segmentation [31], and language modeling [32]. In this study, it is 

assumed that the scleral force characteristics can be captured through a short history of time 

series of sensor measurements. This assumption is made considering the relatively slow 

dynamics of human arm motion, especially during microsurgical procedures. An RNN 

network with LSTM unit is then constructed to make predictions about the scleral force 

status based on the history. Fig. 3 shows the overall scheme of the RNN architecture 

developed for this purpose. The network includes a fully connected layer (FC) atop the 

LSTM layer followed by an element-wise softmax activation function to perform multilabel 

prediction.

Similar to the LSTM architecture presented in [30], in this paper, the LSTM architecture is 

based on the memory cells and is composed of four main elements: one input gate, one 

forget gate, one output gate, and one neuron with a self-recurrent connection (a connection 

to itself). The gates serve to modulate the interactions between the memory cell itself and its 

environment. The input gate controls whether the current input should flow into the memory, 

and the output gate decides whether the current memory state should be passed to the next 

unit. The forget gate controls whether the memory should be kept. This LSTM unit data flow 

is shown in Fig. 4.
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The scleral force, the insertion depth, and the robot kinematic velocities of past h timesteps 

are fed into the RNN as the input; the RNN outputs the probabilities of the scleral force 

status in the t+n timesteps, labeled as 0, 1, 2, and 3 and generated using Eq. 1.

label(t) =

0 Fx(t)∗ < Fgate and Fy(t)∗ < Fgate

1 Fx(t)∗ > Fgate and Fy(t)∗ < Fgate

2 Fx(t)∗ < Fgate and Fy(t)∗ > Fgate

3 Fx(t)∗ > Fgate and Fy(t)∗ > Fgate

(1)

where Fgate is the safety threshold of the scleral force and is set as 100 mN based on the 

results of our previous work [33]. The label designated as 0 represents safe force status, 

while the one assigned as 1, 2, or 3 denotes excessive-force status. Fx(t)* and Fy(t)* are the 

maximum scleral forces within the prediction time window [t, t+n] as shown below:

Fx(t)∗ = max( ∣ Fx(t) ∣ , ∣ Fx(t + 1) ∣ , …, ∣ Fx(t + n) ∣ ) (2)

Fy(t)∗ = max( ∣ Fy(t) ∣ , ∣ Fy(t + 1) ∣ , …, ∣ Fy(t + n) ∣ ) (3)

where ∣·∣ denotes the absolute value.

The probability of each label is normalized by the softmax layer as shown in Eq. 4.

pi = exi

∑j = 1
M exj (4)

where xi is the output of FC layer, pi is the normalized probability, and M = 4 denotes the 

number of the labels. The label with the highest probability is selected as the final force 

status that is then sent to the robot control module.

2) RNN training:  To train the RNN the sensor measurements were collected from six 

users performing a given task. The measurements included scleral force, insertion depth, and 

robot end-effector velocities. The task was to follow a target that simulates a retina vessel. 

This is a common movement in vitreoretinal surgery and is further described in section III-

B. The ground truth labels were generated using the scleral forces based on Eq. 1. The 

collected data was divided into two parts: training and testing. Cross-validation and random 

search were applied to specify a suitable set of the hyper-parameters, including the network 

size and depth, and the learning rate. Consequently, the learning rate was chosen as a 

constant value of 2e-5, and the LSTM layer was set with 100 neurons. The Adam 

optimization method [34] was used as the optimizer, and cross entropy (given in Eq. 5) was 

chosen as the loss function.

loss = − ∑
i = 1

M
yilog(pi) (5)
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where yi is binary indicator (0 or 1) of the label i; pi is the predicted probability of the label 

i; and M = 4 denotes the number of labels.

During network training, the sequences of the dataset was not shuffled to allow the network 

to learn the sequential relations between the inputs and the outputs. Dropout method did not 

show significant performance improvement in this case, and therefore, was not used in the 

final design of the architecture. The training dataset was split into mini-batches of sequences 

of size 500, and normalized to the range of [0, 1]. The LSTM layer and the stacked LSTM 

layers were tested to specify proper network depth. The FC RNN was also tested as the 

benchmark model. In addition, RNN models were provided with different formats of dataset 

in order to find the best input data format, including vanilla value, derivative value, absolute 

derivative value, and absolute value. The network was implemented using Keras [35], a 

high-level neural networks application program interface (API). Training was performed on 

a computer equipped with Nvidia Titan Black GPUs, a 20-core CPU, and a 128GB RAM. 

Single-GPU training takes around 4 hours.

Performance of the various RNN models is shown in Table I. Accuracy denotes the true 

positive, and success rate represents the prediction results without the false negatives. 

Models with LSTM as architecture had better performance than the other ones with stacked 

LSTM or FC RNN; and models with the absolute value as an input resulted in superior 

performance as compared to those with other type of input format. Therefore, the model 

combining an LSTM architecture and having an absolute value input was chosen. The range 

of prediction times was also evaluated as a tradeoff between the higher prediction success 

rate and a longer forecasting time, with the value of 200 ms applied. The selected model has 

87% accuracy and takes 10 milliseconds to produce a single prediction force status, which 

has negligible effect on the promptness of the prediction.

B. Admittance control method

A variable admittance control scheme is adopted on the basis of our previous velocity-level 

admittance control method [36]. During operation, both the user and the robot hold the tool; 

interaction forces of the user’s hand applied on the robot handle is measured and fed as the 

input into the admittance controller as follows:

vℎℎ = γFℎℎ (6)

vrℎ = Adgrℎvℎℎ (7)

where vhh and vrh are the desired robot handle velocities in handle frame and robot frame, 

respectively (shown in Fig. 5). Fhh is the manipulation force applied by the user and 

measured in the handle frame, γ is the admittance gain adjusted by the user in real-time 

through a foot pedal. Adgrh is the adjoint transformation from the handle frame to the robot 

frame, which can be written as: Adgrℎ =
Rrℎ prℎRrℎ

0 Rrℎ
, with Rrh as the rotation matrix and 

prh as the translation vector of the rigid transformation from the handle frame at the robot 

Cartesian frame; and prℎ is the skew symmetric matrix that is associated with the vector prh. 
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The above-described method is adopted as the normal controller when the predicted scleral 

forces is in the safe status (prediction label = 0).

The control scheme is switched to the interventional mode when the predicted scleral forces 

are specified as excessive (prediction label = 1, 2, 3). In this mode, the related components 

of the tool velocity in the sclera frame are assigned a desired value to reduce the scleral 

force. Force from the user’s manipulation in scleral frame is calculated based on Eq. 8:

Fsℎ = AdgsℎFℎℎ (8)

where Fsh is the user’s hand force in the scleral frame, Adgsh is the adjoint transformation 

from the handle frame to the sclera frame, which can be written as Adgsℎ =
Rsℎ psℎRsℎ

0 Rsℎ
, 

with Rsh as the rotation matrix and psh as the translation vector of the rigid transformation 

from the sclera frame at the sclera to the robot Cartesian frame; and psℎ is the skew 

symmetric matrix associated with the vector psh.

The desired velocity of the tool at the scleral frame vss is assigned as Eq. 9:

vss = W 1vd + γW 2Fsℎ (9)

where W1 and W2 are diagonal admittance matrices and are dependent on the predicted 

status:

W 1 =
diag([1, 0, 0, 0, 0, 0]T), label = 1
diag([0, 1, 0, 0, 0, 0]T), label = 2
diag([1, 1, 0, 0, 0, 0]T), label = 3

(10)

W 2 =
diag([0, 1, 1, 1, 1, 1]T), label = 1
diag([1, 0, 1, 1, 1, 1]T), label = 2
diag([0, 0, 1, 1, 1, 1]T), label = 3

(11)

vd is the desired compensational velocity to reduce scleral force, given as follows:

vd =
[sign(Fx)tx2, sign(Fy)ty2, 0, 0, 0, 0]T , t < tb
[sign(Fx)c, sign(Fy)c, 0, 0, 0, 0]T , t > tb

(12)

where tx and ty are the elapsed time of AICF activation activation along X direction and Y 

direction, respectively. tb and c are the parameters tuning the profile of the desired velocity 

as shown in Fig. 6. The desired velocity profile has two phases: an acceleration phase and a 

uniform phase. Quadratic polynomial was chosen for the acceleration phase in order to 

provide gradual transition in velocity during introduction of small negative effects on 

intuitiveness of surgeon’s maneuvers. Based on experimental evaluations, tb is set to 200 ms 

and c is set to 1.2 mm/s.
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Lastly, the tool velocity is resolved in the robot frame based on Eq. 13:

vrs = Adgrsvss (13)

where Adgrs =
Rrs prsRrs

0 Rrs
, with Rrs as the rotation matrix and prs as the translation vector 

of the rigid transformation from the sclera frame to the robot Cartesian frame; also prs is the 

skew symmetric matrix that is associated with the vector prs.

III. Multiuser experiments

A. Experimental setup

The experimental setup is shown in Fig. 7 (a). The force sensing tool was mounted on the 

end-effector of the SHER. The FBG interrogator (SI 115, Micron Optics Inc., GA USA) was 

utilized to collect FBG sensor readings at a 2 kHz refresh rate. An eye phantom was 

developed using silicon rubber, and placed into a 3D-printed socket as shown in Fig. 7 (b). 

The eye phantom can freely rotate, mimicking the human eyeball. A printed paper with 

several curved lines representing the retinal vessels was glued on the eyeball inner surface as 

targets. The curved lines were painted with different colors, and all lines intersected at the 

central point called “home” point, representing the optic disc. A binocular microscope 

(ZEISS, Germany) was utilized to provide a magnified view of the target and inner part of 

the eyeball. A Point Grey camera (FLIR Systems Inc., BC, Canada) was attached on the 

microscope for recording purpose. A monitor was used to display the camera view for 

assistance purposes.

B. Experimental procedure

The task was to follow the printed path inside the phantom with the instrument tool-tip as 

closely as possible, but without touching it. This is a common task during vitreoretinal 

surgery, named here as “vessel following” and was adapted to evaluate AICF. Vessel 

following consisted of 6 phases: (1) move the tool to approach the sclerotomy port, (2) insert 

the tool into the eyeball through the sclerotomy port until the tool tip reached the home 

point, (3) handle the tool to trace one of the paths with the tool tip from the home point to 

the end of the curve, (4) retrace the curve backwards to the home point, (5) retract the tool 

from the sclerotomy port, and (6) move the tool away from the eyeball. The users were 

instructed to perform the task by their dominant hand, which was supposed to control the 

force sensing tool and SHER. The user’s non-dominant hand was used to handle a regular 

tool (e.g., light pipe) to simulate a real experiment and to keep the eyeball in a usual 

orientation. The procedure was performed under the magnified view provided by the 

microscope, as shown in Fig. 7 (c), to better simulate an actual procedure.

C. User study protocol

Approved by the the Homewood Institutional Review Board, this study recruited 14 

volunteers among JHU employees, including 4 retinal surgery clinicians and 10 graduated 

engineering students with expertise levels shown in Table II. The experiments were carried 

out at the Laboratory for Computational Sensing and Robotics, JHU, Baltimore, MD, USA. 
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A consent form was signed by each participant before performing the experiment. Users 

were asked to perform the vessel-following task 10 times with the assistance of the ARIS. 

During the same session, the same procedure was also performed under two benchmark 

conditions: one with AF, and one with RF. Under AF condition, the user was provided with a 

“beep” sound if the scleral force breached the safety threshold [23]. Under RF condition, the 

SHER’s control mode switched to the interventional mode (as shown in Eq. 9) if the 

instantaneous scleral force increases to excessive status [24]. The three conditions were 

carried out in a randomized manner for each user. Latin square was used to generate the 

conditions sequence. The scleral forces applied by the user during the task were recorded for 

further analysis. Prior to data collection, users practiced manipulating the SHER for at least 

10 minutes to familiarize themselves with its operation. At the end of data collection, users 

were asked to subjectively rate, on a scale of 1 (very well) to 5 (not at all), how well each 

operation mode assisted with task performance.

IV. Results and discussion

The intervention effect of AICF on the scleral forces is depicted in Fig. 8. When an 

excessive force status is predicted (label = 1, 2, 3), the scleral force is suppressed in the 

related direction by AICF, thus preventing it from breaching the prescribed safety boundary. 

The tool tip trajectory during this operation in the robot frame is shown in Fig. 9.

To quantitatively evaluate the feasibility of AICF, four metrics were used:

• the maximum force values applied to the scleral port along X and Y axes, 

denoted by max (Fx, Fy),

• total duration of the task, denoted by T,

• duration of forces beyond the desirable range, denoted by T0,

• duration proportion of the excessive forces to the total time, i.e., T0/T (×100%).

Furthermore, to evaluate real-time performance of the RNN model, the prediction success 

rate, α, is evaluated:

α = 1 − tf
tf + ts

, (14)

where tf is the duration of failed capture, during which the scleral force exceeded the 

prescribed safety boundaries while the predicted label was 0 referring to a safe status. ts is 

the AICF activation duration for labels 1, 2, and 3, during which AICF successfully captured 

the excessive forces.

The above metrics were calculated for each user as shown in Table III. Statistical analysis 

was also conducted to compare performance between the three experimental cases: AICF, 

RF, and AF. The Mann-Whitney U test was performed to statistically evaluate the results. 

Fig. 10 shows the boxplot of the metrics calculated for the three experimental cases. Using 

the proposed AICF approach, max Fx (Fig. 10 (a)) and max Fy (Fig. 10 (b)) were decreased 

to 117.64 mN and 125.45 mN in a statistical manner compared to:
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• RF mode with force values of 153.62 mN and 202.02 mN (p-values = 0.0061 and 

0.0001 for max Fx and max Fy, respectively); and

• AF mode with force values of 246.56 mN and 260.67 mN for max Fx and max 

Fy, respectively (p – values << 0.001).

A statistically significant reduction in the proportion of excessive force was also observed 

using the AICF with the value of 2.5%, as compared to 38.4% using AF and 26.2% using 

RF modes (p – values << 0.0001 for both cases). The results indicate effectiveness of the 

AICF in increasing safety level of robot-assisted simulated retinal surgery by reducing the 

undesired forces applied to the scleral port by the surgical tool. Similar completion time was 

observed among three modes as shown in Fig. 10 (e). The result indicates that the users 

maneuver speed did not have significant changes in three experimental modes.

The robotic surgical assistance platforms currently available reduce tremor and enhance 

precise motions, providing surgeons with increased ability to perform delicate procedures. 

Examples of these include but are not limited to retinal vein cannulation [12], and macular 

membrane peeling [11]. Limitation of these platforms includes the stiff mechanical structure 

of robot manipulators that degrades tactile perception of the surgeon and introduces 

potentially injurious tool-to-tissue forces [33]. AF has been shown to modulate surgeon 

behavior in the specific area of force application [23], however prolonged auditory feedback 

may be subject to “tune out” by the operator. This may serve as a partial explanation for why 

T0/T in the AF group is higher than in the other two groups. RF could potentially provide 

enhanced support to surgeons as compared to auditory feedback alone, through actuating 

robotic manipulators to counteract undesired events. However, the protective algorithms are 

activated only after excessive forces occur in RF, therefore T0/T would still remain high (the 

maximum T0/T in RF group was 50.4%). By comparison, implementation of AICF may 

eliminate undesired events in advance, by predicting the surgeon’s manipulations in a short 

future time frame, and then feeding this predictive information into the robot’s control 

system for an appropriate response. Therefore, the T0/T in the AICF group is reduced 

considerably (10.5% maximum in worst cases and 0% in best cases).

The AICF approach also resulted in statistically significant lower user ratings, where a lower 

rating indicates a higher rate of assistance provided by the system. The subjective user 

ratings dropped to 1.92 using the AICF as compared to 3.35 using the AF (p-value = 

0.0028). No statistically significant difference was observed for user ratings between 

assistance levels provided by AICF and RF. Using AF, however, the users can get distracted 

by the warning beep sounds. The predictive behavior of the AICF also results in an ahead-

of-time activation of intervention motion, reducing the sudden impact of the safety algorithm 

as compared to in RF.

In addition, using the AICF, the prediction success rate, α, was above 99.4%, indicating 

capability of the proposed RNN model in capturing undesired events with high confidence. 

Fig. 12 shows the average “triggered” force values at which the AICF was activated for each 

user. As can be seen, for all the users, the activation has happened before the scleral force 

values reaches the safety threshold of 100 mN, indicating prediction capability of the AICF 

approach as a result of the proposed RNN model.
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AICF deals with the excessive forces by partial active intervention at the level of the robot 

control system, thereby, interfering directly with the tool manipulation of the surgeon. 

Although the user’s maneuvers may be affected, the AICF interference takes limited control 

in only one or two directions and for a brief period of time (on the order of milliseconds). By 

being minimally intrusive, the human user still controls the robot and is able to continue the 

procedure with minimal awareness of robotic intervention. In the same time, due to in-

advance and soft activation of the force reduction mechanism, AICF potentially may not 

produce a sudden force-blocking behavior during user’s operation. In evaluating this effect, 

we analyzed the averaged force applied to the tool handle (handle force) from all users, as 

plotted in Fig. 13. The force components of the handle force were measured to be very close 

regardless of the method of control, indicating relative consistency of force exertion profile 

of the users between the three experimental modes. This consistency of the handle forces, 

compared to baseline AF mode (where no force-based interaction is made by the system to 

prevent excessive forces), shows that the AICF does not significantly affect the user force 

exertion profile, and the maneuver transparency felt by the user is not degraded by the AICF.

Although AICF is activated in advance when the scleral force is smaller than the threshold, 

the soft activation force reduction mechanism (as shown in Fig. 6) may take a few 

milliseconds to reduce the scleral force, which may cause a lag and result in the force 

continuing growing and breaching the safety limit especially when the force has a big 

gradient, as shown in Fig. 11. Also, the experimental task, i.e., vessel following, was a 

bimanual operation: users dominant hand manipulated the force-sensing tool mounted on the 

robot end-effector, while his/her other hand controlled a light pipe manually. The light pipe 

was also inserted into the eyeball through a scleral port. The manipulation of the light pipe 

could drag or rotate the eyeball and subsequently produce additional forces between the 

sclera and the force sensing tool. This also may be a possible reason why the forces are 

larger than the safety threshold when AICF was activated. To address the lag introduced by 

the soft activation mechanism, the highest allowable force level can be set at a slightly lower 

level to provide the controller with sufficient time to react while ensuring the soft activation 

of force reduction mechanism.

It is worth pointing out that the first four users were clinicians, and that their surgical skills 

were comparatively higher than other participants. Among clinicians, T0/T kept values as 

low as 3.6% with AICF, while it reached 50.4% with RF and 81.7% with AF. Other results 

showed that max(Fx, Fy) was (118.7, 143.0) with AICF, while in the passive controls it 

significantly higher: with RF (140.5, 193.3) and with AF (378.4, 368.9). Therefore, AICF 

control showed evidence of having the ability to assist in influencing surgeon manipulations 

to keep the scleral force within a safe range. As for the other non-clinician users, T0/T still 

kept as small values in a range from 0.0% to 10.5%. It indicated that AICF could keep the 

scleral force within the safety range well even for users who have little surgical skills, which 

means AICF could help to reduce the gap of surgical skills and improve the surgical 

performance

The value of the force threshold, Fgate, was chosen based on our previous study [33]. The 

most frequent force value, 100 mN, in regular operations of an expert surgeon by freehand 

was used in this work. The setting of Fgate could determine the sensitivity of AICF 
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interference. If Fgate is much smaller, then AICF would interfere users maneuver more often 

because AICF will be activated at a small force. Conversely, if Fgate is much bigger, then 

AICF would have less interference on users maneuver.

The RNN model was trained based on data from a small group of users (6 users), while it 

was effectively capable of assisting other users (data of which was not used during training 

of the RNN). This enables the AICF to be used by users without the need for retraining the 

network specifically for each new user. In this study, safety at the scleral port was considered 

using the scleral force values. Our future work will focus on extending the framework to 

capture other safety measures, such as information from tissue deformation, where excessive 

deformation can serve as a measure of undesired operation.

AICF was evaluated on an eyeball phantom made of rubber. The results suggest that AICF 

can suppress the scleral force below a threshold and improve the safety of robot-assisted 

retinal surgical operation. To apply the proposed method to clinical cases, there are 

challenges to addressed: 1) a significant amount of clinical data of robot-assisted retinal 

surgery, including but not limited to scleral force, tool depth, and robots velocities, needs to 

be collected and analyzed; 2) optimization of AICF based on the collected data; 3) a 

clinically approved robotic system for retinal surgery. Our future work will focus on clinical 

translation of the work through several experimental phases on animal models and cadaver 

models, before testing on human cases.

By preventing large scleral forces, it is expected that the proposed AICF results in lower 

deflection of the surgical tool, and therefore, in higher tip positioning accuracy. The tip 

positioning accuracy is, however, affected by multiple factors. This includes expertise level 

of the users due to the human-in-the-loop nature of the framework. Investigating the effect of 

the proposed AICF on tip positioning accuracy will be a part of our future work.

V. Conclusion

In this study, an intelligent AICF was presented to improve safety of robot-assisted retinal 

surgery through prediction and compensation of excessive-force events. The proposed 

framework consisted of a recurrent neural network augmented with a variable-gain 

admittance controller. The framework was evaluated through a set of user studies, involving 

14 participants (including 4 clinicians). The experimental platform included the steady-hand 

eye robot, a force sensing tool, and an eyeball phantom. A task consisting of following a 

vessel inside of an eye phantom was performed using passive avoidance methods: auditory 

feedback and real time substitution, and also under the proposed active form of control: 

AICF. Statistical analysis was conducted and a significant improvement was observed in the 

duration of undesired instances using the AICF (with only 2.5% of undesired instances), as 

compared to AF and RF with 38.4% and 26.2% undesired instances, respectively. The 

results suggest effectiveness of the AICF in increasing safety of the robot-assisted 

microsurgical procedures.
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Fig. 1. 
Overview of the AICF consisting of a force sensing tool, an RNN predictor, an admittance 

control system, and the SHER research platform. The robotic manipulator is activated to 

move at a varying speed in order to decrease the resulting scleral forces. Fx and Fy are the 

two components of the scleral force measured by the force sensing tool. W1, W2, and γ are 

the parameters of the admittance controller, Fsh and Fhh are the maneuver forces applied by 

the user resolved in different coordinate system.
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Fig. 2. 
Overall scheme of the force sensing tool: (a) The overall dimensions of the tool. The sensing 

part contains nine FBG sensors, which are located on three segments along the tool shaft; (b) 

Illustration of the measurements provided by the force sensing tool. The scleral force is the 

contact force between the tool shaft and the sclerotomy port. The insertion depth is the depth 

of the tool tip’s penetration into the eye; (c) A close-up view of the layout of the FBG 

sensors.
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Fig. 3. 
The proposed RNN architecture. The input is a short history (h time steps) of the scleral 

forces, the insertion depth, and the velocities of the robot’s end-effector. The outputs are the 

probabilities of the four labels which represent the scleral force status at the time t+n, where 

t is the current timestep; the label with the highest probability is selected as the final output.
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Fig. 4. 
The data flow in the LSTM unit. xt−1 denotes input data. ft,it,ot are the forget gate, input 

gate, and output gate, respectively. Ct and ht are the current memory state and hidden state 

passing to the next unit. σ and tanh are sigmoid and hyperbolic tangent activation functions, 

respectively. ○ denotes point-wise operation.
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Fig. 5. 
Illustration of the coordinate frames. The sclera frame denoted as {s} is located at the 

sclerotomy port, the handle frame denoted as {h} is located at the tool handle, and the robot 

frame denoted as {r} is located at the robot base.
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Fig. 6. 
Desired velocity trajectory that consists of two phases: acceleration phase and uniform 

phase. Here only the positive part of the trajectory is illustrated.
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Fig. 7. 
The experimental setup: (a) The overall layout of the experimental setup. (b) The eyeball 

phantom, which is made of sillicon rubber and can freely rotate around the socket; a printed 

paper with several colored curves attached on the inner surface of the eyeball to mimic the 

arteries on the retinal surface. (c) An example of a user manipulating the tool.
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Fig. 8. 
A successful example of AICF intervention on the scleral force. When the label is 0, AICF is 

inactive; when the label is 1, 2, or 3, AICF is activated and the desired velocity of the tool at 

the sclera frame (Vxd, Vyd) is assigned; and as the result, the scleral force (Fx, Fy) is reduced 

to remain within the safety boundaries (Fgate).
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Fig. 9. 
An example of the tool tip trajectory in the vessel-following task.
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Fig. 10. 
Boxplot of the metrics for three experimental conditions: (a) max Fx; (b) max Fy; (c) 

excessive force duration percentage T0/T; (d) user rating; and (e) task completion time.
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Fig. 11. 
A case of scleral force breaching the threshold in AICF activation. The scleral force 

increases too fast for AICF to prevent the excessive force in advance.
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Fig. 12. 
Trigger forces of AICF. The averaged absolute values of the trigger force (orange) are shown 

here as well as the standard deviations (blue). The AICF is activated before the scleral force 

reaches safety threshold.
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Fig. 13. 
Boxplot of the handle forces: (a) handle force along X axis; and (b) handle force along Y 

axis.
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TABLE II

Skills level of the users

Category Surgical skills User numbers

Expert clinician Over 20 years surgery experience 1

Clinician Less than 1 year surgery experience 3

Non-clinician No surgery experience 10
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TABLE IV

Subjective rating of each experimental case by the users

Condition
Rate

Mean value Standard deviation

AF 3.35 1.28

RF 2.28 0.88

AICF 1.92 0.79
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