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Abstract

Naturalistic stimuli show significant potential to inform behavioral, cognitive, and clinical 

neuroscience. To date, this impact is still limited by the relative inaccessibility of both generated 

neuroimaging data as well as the supporting naturalistic stimuli. In this perspective, we highlight 

currently available naturalistic datasets and technical solutions such as DataLad that continue to 

advance our ability to share this data. We also review scientific and sociological challenges in 

selecting naturalistic stimuli for reproducible research. Overall, we encourage researchers to share 

their naturalistic datasets to the full extent possible under local copyright law.
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This special issue highlights how naturalistic stimuli may significantly improve our 

understanding of the human brain’s organization and function. Nonetheless, there are several 

remaining hurdles that prevent realizing the potential of naturalistic stimuli in neuroimaging. 

In particular, despite ongoing technical advances and supporting initiatives, naturalistic 

neuroimaging data and associated stimuli are rarely shared. This gap prevents us from 

capitalizing on several of the unique properties of naturalistic stimuli, such as flexible re-

annotation. In this perspective, we use the term “naturalistic” as most commonly employed 

in neuroimaging: to refer to complex stimuli such as movies, video games, and spoken 

stories or webcasts, even though these resources are designed by human creators rather than 

occurring naturally. Surveying the success of openly available naturalistic datasets (see Table 

1) provides some insight into the power of sharing these data. Here, we elaborate on both (1) 

potential opportunities and barriers to sharing neuroimaging data collected during 
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naturalistic stimulation, as well as (2) the significant additional value of sharing naturalistic 

stimuli themselves.

Initial large-scale functional neuroimaging data-sharing efforts focused on pooling resting-

state data across sites (Biswal et al. 2010; Di Martino et al. 2014; though this should be done 

with care, see Dansereau et al. 2017). Subsequent infrastructure developments have 

revolutionized recent data sharing. Notably, template participant consent forms authorizing 

future data sharing (Open Brain Consent; Halchenko et al. 2019a), standards for organizing 

neuroimaging files, stimuli, and associated metadata (Brain Imaging Data Structure [BIDS]; 

Gorgolewski et al. 2016), as well as centralized data sharing repositories like OpenNeuro 

(Gorgolewski et al., 2017) are all well-suited to handle data sharing across a wide range of 

neuroimaging modalities. Even as the research community continues to wrestle with 

appropriately crediting and incentivizing data sharing (Pierce et al., 2019), these resources 

have made open data accessible at a broader scale.

Nevertheless, naturalistic stimuli add additional layers of complexity to the technical 

difficulty of data sharing. Some of these – such as recording acquisition and presentation 

timings as well as annotating stimuli for features of interest – are well-recognized from the 

task-based neuroimaging literature and implemented in existing standards such as BIDS. 

Other emerging technical challenges are being actively addressed. In particular, naturalistic 

datasets demand restricted data access management for stimuli under copyright (see below) 

as well as an ability to update metadata as new stimulus annotations are added. In response 

to these challenges, computational solutions such as DataLad (datalad.org; Halchenko et al. 

2019b) have been developed which allow for distributed, controlled access to versioned data 

sources.

Despite these technical advances, scientific and sociological challenges remain. The 

scientific challenge of choosing appropriate naturalistic stimuli remains an active area of 

investigation. No one strategy solves the problem of finding ideal stimuli for all potential 

participants; different native languages, developmental stages, disease states, and research 

questions will all necessitate different stimuli. However, we argue that there is still a value in 

collecting stimuli targeted to specific populations across many sites. As with resting-state 

data, pooling data from naturalistic paradigms could give access to previously unobtainable 

sample sizes and greatly increase our ability to detect relatively subtle individual differences. 

There is an added value for pooling naturalistic datasets, as we have a controlled stimulus 

with which to demarcate sources of intra- and inter-individual variance. When combining 

this strategy with ongoing efforts to collect naturalistic stimuli optimized to a particular 

sample, the potential gains are promising. This is especially true when the naturalistic 

stimuli themselves can be shared and re-annotated for common features.

A case study for successfully sharing naturalistic stimuli is studyforrest.org (Hanke et al., 

2014, 2016), a dataset which includes audio-only and audio-visual viewings of the movie 

Forrest Gump during fMRI acquisition. Study Forrest is a data collection and curation effort 

designed to serve as a community resource for new discoveries, in the tradition of distributed 

science collaborations such as the International Genetically Engineered Machine 

competitions. As of October 2019, 29 unique studies had been published using the 
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studyforrest.org dataset, 17 of which were published without any of the original authors of 

the data release. This is possible in large part thanks to the richness of naturalistic stimuli, 

where the same movie can be used for both task-free as well as stimulus-driven analyses, 

with the original stimulus re-annotated for particular features of interest. For example, 

studyforrest.org has been used to test cerebrovascular biomarkers (Voss et al., 2017) but, 

among other features, was also annotated for expressed emotion (Labs et al., 2015) which 

later informed a study on emotion encoding gradients in the brain (Lettieri et al., 2019).

Annotating naturalistic stimuli is traditionally a time-consuming process, done manually and 

requiring multiple raters to assess the reliability of individual features. Recently, however, 

new open source tools such as NeuroScout (de la Vega et al., 2019) have emerged and 

changed this calculus. NeuroScout leverages machine learning algorithms and application 

programming interfaces (APIs) such as Google Vision AI and Clarifai to automatically 

extract and analyze a large range of features. The potential for such a tool is immediate; 

unfortunately, its use relies not just on the neuroimaging data collected during naturalistic 

stimulation but also on the stimulus itself.

A major sociological challenge to working openly with naturalistic stimuli is copyright law, 

as these stimuli are often derived from protected sources such as Hollywood films or 

syndicated podcasts. In most countries, displaying a movie or film clip in the context of a 

research study falls under Fair Use or Fair Dealing. These principles grant an ability to re-

use copyrighted material without the explicit permission of the copyright holder; however, 

“transformative” uses such as parody, comment, or critique (17 U.S.C. § 107) have been 

most successfully defended in court. Whether distributing the clip to other researchers is 

seen to violate copyright law is, however, country-dependent and in some cases explicitly 

prohibited, as in the United Kingdom (Etchells, 2015). It may not be possible, therefore, to 

legally share naturalistic stimuli in all jurisdictions. This situation is likely to change only 

through dedicated lobbying at the legislative level, and we encourage researchers to alert 

their universities and funding agencies to this reproducibility roadblock.

In those cases where sharing stimuli is impossible, researchers should still provide sufficient 

information such that independent scientists can determine the exact stimulus utilized in the 

experiment. Unfortunately, current reporting standards do not meet this need. Although 

Vanderwal et al. (2018) have developed a set of reporting guidelines, these have not yet been 

widely adopted within the field. Anecdotally, while the authors of studyforrest.org provided 

the specific blu-ray European Article Number (EAN) and a script to extract stimulus files 

from the content, researchers have not used these resources to conduct study replications, to 

our knowledge, and have instead requested the original stimulus directly . We suspect that 

this is due in part to a general unfamiliarity with post-processing naturalistic stimuli for use 

in neuroimaging studies, although broader adoption of reporting guidelines such as those 

proposed by Vanderwal et al. (2018) may ameliorate these issues.

An alternative approach might be to encourage the use of public domain naturalistic stimuli, 

such as available through publicdomainflix.com. Although many public domain resources 

suffer from poor audio and video quality due to their age, there are some recent films which 

have been released under Creative Commons licenses. Creating a database of high-quality, 
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public-domain stimuli could encourage their use and facilitate researchers sharing modified 

stimuli appropriate for a neuroimaging environment. By integrating this database with tools 

described here such as DataLad and NeuroScout, researchers could quickly select the stimuli 

which best address their research question and ensure that future replications have access to 

identical stimuli. This resource may also enable the creation of new stimuli to meet gaps in 

the database of currently available works, capitalizing on relevant perceptual features. 

Licensing such stimuli under Creative Commons licenses such as CC-BY would maximize 

their re-usability, much as data licensing under CC0 or Public Domain Data License (PDDL) 

allows for the broadest impact of distributed data.

Overall, naturalistic stimuli offer significant promise to improve ongoing neuroscience 

research. Although we have focused here on openly available naturalistic datasets with 

human participants, the nonhuman literature also has several open naturalistic datasets 

(Hawrylycz et al., 2016; Milham et al., 2018) with exciting potential. When showing 

naturalistic stimuli in any study context, however, researchers should be aware of potential 

legal challenges in working with copyrighted resources such as podcasts and movies; 

challenges which mirror those in accessing and publishing research objects more broadly. To 

the extent possible, we strongly encourage researchers to share both their naturalistic stimuli 

as well as the derived neuroimaging data in order to realize the full potential of naturalistic 

datasets. We hope that this perspective will also encourage funders and journal editors to 

prescribe stimulus sharing as much as legally permissible while promoting structural change 

at a legislative level.
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Table 1:
Current open datasets with naturalistic stimuli.

This table includes currently published, publicly available datasets with naturalistic stimuli. For an up-to-date 

indexing, we recommend that researchers review Google Dataset Search. Of note, all currently listed datasets 

are from fMRI acquisitions; we look forward to the availability of additional electrophysiological datasets.

Dataset Hyperlink Original 
publication

Unique 
stimulus

length (min) Sample

Population Number of participants Data License

Attention https://openneuro.org/datasets/
ds000233/versions/00004

Nastase et al. 
(2017, 2018)

1.33 Young adults 12 PDDL

Grand Budapest 
Hotel

https://openneuro.org/datasets/
ds001545/versions/1.0.0

Aly et al. (2018) 4.5 Young adults 30 CC0

Partly Cloudy https://openneuro.org/datasets/
ds000228/versions/1.0.0

Richardson et al. 
(2018)

5 Developmental 155 PDDL

Bang! You’re Dead https://camcan-archive.mrc-
cbu.cam.ac.uk/dataaccess/

Shafto et al. 
(2014); Taylor et al. 
(2017)

8 Ageing 649 Data Usage 
Agreement

Despicable Me/The 
Present

http://fcon_1000.projects.nitrc.org/
indi/cmi_healthy_brain_network/

Alexander et al. 
(2017)

13 Developmental 830 CCBY-
NCSA 4.0

Paranoia story https://openneuro.org/datasets/
ds001338/versions/1.0.0

Finn et al. (2018) 22 Young adults 22 CCBY-NC 
4.0

Twilight Zone https://openneuro.org/datasets/
ds001145/versions/00001

Chen et al. (2016) 25 Young adults 24 CC0

Milky Way/Vodka https://openneuro.org/datasets/
ds001131/versions/00004

Yeshurun et al. 
(2017)

28 Young adults 54 CC0

Harry Potter audio https://datadryad.org/resource/
doi:10.5061/dryad.gt413

Wehbe et al. (2014) 45 Young adults 8 CC0

Schematic 
narratives

https://openneuro.org/datasets/
ds001510/versions/1.0.3

Baldassano et al. 
(2018)

48 Young adults 31 CC0

Sherlock video/
Merlin audio

https://openneuro.org/datasets/
ds001110/versions/00003

Zadbood et al. 
(2017)

50 Young adults 37 CC0

BBC Sherlock https://openneuro.org/datasets/
ds001132/versions/1.0.0

Chen et al. (2017) 50 Young adults 16 CC0

Life http://datasets.datalad.org/?dir=/labs/
haxby/life/

Nastase et al. 
(2017)

63 Young adults 19 PDDL

Raiders of the Lost 
Ark

http://datasets.datalad.org/?dir=/labs/
haxby/raiders

Haxby et al. (2011) 115 Young adults 11 PDDL

Inscapes/Raiders https://fcon_1000.projects.nitrc.org/
indi/hbn_ssi/

O’Connor et al. 
(2017)

120 Young adults 13 Data Usage 
Agreement

Visual Imaging 2 https://crcns.org/data-sets/vc/vim-2/ Nishimoto et al. 
(2011)

129 Young adults 3 Data Usage 
Agreement

studyforrest.org http://studyforrest.org
Hanke et al. (2014, 
2016) 234 Young adults 20 PDDL

Narratives
https://openneuro.org/datasets/
ds002245

Nastase et al. (in 
preparation) 300 Young adults 315 CC0
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