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ABSTRACT The nuclear envelope segregates the genome of Eukaryota from the cytoplasm. Within the nucleus, chromatin is
further compartmentalized into architectures that change throughout the lifetime of the cell. Epigenetic patterns along the chro-
matin polymer strongly correlate with chromatin compartmentalization and, accordingly, also change during the cell life cycle and
at differentiation. Recently, it has been suggested that subnuclear chromatin compartmentalization might result from a process
of liquid-liquid phase separation orchestrated by the epigenetic marking and operated by proteins that bind to chromatin. Here,
we translate these observations into a diffuse interface model of chromatin, which we named the mesoscale liquid model of nu-
cleus. Using this streamlined continuum model of the genome, we study the large-scale rearrangements of chromatin that
happen at different stages of the growth and senescence of the cell and during nuclear inversion events. In particular, we inves-
tigate the role of droplet diffusion, fluctuations, and heterochromatin-lamina interactions during nuclear remodeling. Our results
indicate that the physical process of liquid-liquid phase separation, together with surface effects, is sufficient to recapitulate
much of the large-scale morphology and dynamics of chromatin along the life cycle of cells.
SIGNIFICANCE Eukaryotic chromatin occupies a few micrometers of nuclear space while remaining dynamic and
accessible for gene regulation. The physical state of nuclear chromatin is shaped by the juxtaposition of complex, out-of-
equilibrium processes on one hand and the intrinsic polymeric aspect of the genome on the other. Recent experiments
have revealed a remarkable ability of disordered nuclear proteins to drive liquid-liquid phase separation of chromatin
domains. We have built a mesoscale liquid model of nuclear chromatin that allows dissecting the contribution of liquid
behavior of chromatin to nuclear order of eukaryotes. Our results show that liquid-liquid phase separation, together with
surface effects, is sufficient for recapitulating large-scale morphology and dynamics of chromatin at many stages of the
nuclear cycle.
INTRODUCTION

Functional compartmentalization is a ubiquitous hallmark
of life; by segregating biomolecules and their interactions,
cells achieve specialization and improved efficiency of
many of their functions (1,2). In eukaryotic cells, the genetic
material is separated from the cytoplasm by the nuclear
membrane within a few cubic micrometers of nuclear space.
Within the nuclear boundary, we find further compartmen-
talization that, however, exists in the absence of membranes
(3). The structural organization of chromosomes changes
with the cell type and phase of life, and chromosomal loci
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have been observed to move across genomic compartments
during cell differentiation (4–6). As a consequence, chro-
matin compartmentalization is believed to play a role in
gene regulation, stochastic cell fate determination (7,8),
and the establishment of stable cellular phenotypes (9,10).

The first evidence of chromatin subnuclear organization
in interphase was the discovery of the nucleolus in the early
19th century, followed by the discovery of regions in the nu-
cleus with distinct optical properties, which were named
heterochromatin and euchromatin (11). Heterochromatin
appears dense and slow-diffusing, containing regions of
chromosomes corresponding to mostly silenced genes.
Euchromatin, on the other hand, appears less dense and
more mobile, composed of mostly active genes (12,13).
The latest electron microscopy tomography experiments
have confirmed the DNA density variations between
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Mesoscale Liquid Model of Chromatin
heterochromatic and euchromatic regions without, however,
finding any structural difference between the two types of
chromatin (14).

Clear evidence of hierarchical compartmentalization in
chromatin at multiple scales has emerged through studies
employing DNA-DNA proximity ligation assays. First,
two genomic compartments were observed (3), named A
and B, which were then refined through higher-resolution
experiments to reveal the existence of even smaller subcom-
partments (10). The A and B compartments appear to be
enriched in epigenetic markings correlating with transcrip-
tional activation and silencing, respectively. Several studies
have suggested that chromatin compartmentalization may
result from a process of liquid-liquid phase separation
orchestrated by the epigenetic markings, which collectively
act to remodel chromosomal loci (15–19). The epigeneti-
cally driven phase-segregation events appear to emerge right
at the nucleosome resolution mediated by protein binding,
as has been shown in the works by Bascom et al. (20–22)
and Macpherson et al. (23).

Chromatin compartmentalization is also consistent with
recent experiments that have revealed the remarkable ability
of intrinsically disordered proteins to phase-separate and
form liquid-like protein-rich droplets (24–27). Akin to oil
droplets in a well-shaken bottle of vinaigrette, the protein-
rich droplets can appear and disappear according to external
triggers, as well as divide and undergo fusion by forming
larger droplets (28–30). Most importantly, in the latest series
of experiments, members of heterochromatin protein 1 fam-
ily (HP1), known for regulation of heterochromatin content
in the nucleus, have been shown to drive liquid-liquid phase
separation both in vivo and in vitro (31,32). Consequently,
protein-induced phase separation of chromosomal domains
might constitute a direct physical mechanism for regulating
genetic processes in space and time in the nucleus (24,33).

The global architecture of chromosomes indeed appears
to be determined by the interplay between chromatin phase
separation and motor activity (15–17,34,35). Besides chro-
matin compartmentalization, the other prominent feature
of three-dimensional genome architecture, the topologically
associated domains, also appears to arise through phase sep-
aration and DNA extrusion (36). Theoretical models based
on polymer dynamics have been successfully used to con-
nect one-dimensional epigenetic information to the three-
dimensional architecture of the genome. Indeed, it is
possible to predict the structural ensembles of human chro-
mosomes with high accuracy relying exclusively on the
information extracted from chromatin immunoprecipitation
sequencing (16). The same theoretical framework,
composed exclusively of polymer connectivity, motor activ-
ity, and microphase separation, was shown to successfully
explain a wide range of experimental observations about
the dynamics of chromosomal loci (17). The subdiffusive
behavior of chromatin, together with the heterogeneity of
the individual diffusing trajectories (37), the viscoelasticity
of the nuclear environment (38), and the coherent motion of
DNA observed by correlation spectroscopy (39), was all
naturally predicted through theoretical and computational
modeling.

Here, we set out to investigate the specific contribution
of liquid-liquid phase separation to genome architecture
and separate its effects from those of polymer connectivity
and motor activity. To gain insights into the roles of
phase separation and surface effects in chromatin compart-
mentalization, we introduce the mesoscale liquid model of
nucleus (MELON), a physical model of nuclear organiza-
tion that is rooted in the theory of complex fluids. We
use diffuse interface finite-element simulations to model
the evolution of nuclear chromatin compartments under
various developmental processes, including growth and
inversion/senescence. Our approach draws inspiration and
integrates elements of several mesoscopic cellular models
proposed previously. These are the two-fluid fluctuating
hydrodynamic model of chromatin (40), deterministic
phase-field models of multicellular domain growth
(41,42) and its mathematical application to rod chromo-
center patterning (43), mesoscale polymeric models of
chromatin fiber (20–22), and active cellular mechanics
models (44–47). We have applied the MELON framework
to model liquid-liquid phase-separation-driven reorganiza-
tion of the Drosophila melanogaster nucleus under
different conditions that are characteristic for different
cell phases (48,49): interphase, active remodeling phases,
long-term senescence, and nuclear inversion (Fig. 1 A).
Finally, we note that the generic nature of the MELON
framework (Fig. 1 B), along with the minimal physical as-
sumptions that we have built into the model of the
Drosophila nucleus, allows drawing broad inferences that
should also hold for other eukaryotic nuclei.
MATERIALS AND METHODS

Melon

In this section, we present the basic physics and motivating biology behind

MELON. More details about the physical formulation and computational

implementation of MELON are in the Supporting Materials and Methods.

MELON targets modeling 1) long-timescale chromatin reorganization dy-

namics, 2) liquid-liquid phase separation of chromatin types, and 3) fluctu-

ations and other nonequilibrium processes of nuclear remodeling. To this

end, we have put together a global-free-energy functional based on essential

physical features of chromatin: phase separation, surface tension, volume

constraints, and specific interaction of chromatin types. The nuclear chro-

matin morphology is defined through fluctuating order parameters that

resolve 1) nuclear membrane f0(r, t); 2) global i ¼ 1, ..., N chromosome

territories fi(r, t); and 3) epigenetic states of chromatin j(r, t), which

smoothly varies from 0 to 1, corresponding to A and B chromatin types,

respectively (Fig. 1).

The time evolution of all the order parameters is governed by the global-

free-energy functional. The specific forms of the free-energy functional

terms are motivated either by basic experimental facts about the chromo-

somal organization (existence of territories and types) or polymeric physics

of chromosomes (excluded volume, demixing of types). The mesoscale
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FIGURE 1 (A) Schematic representation of

commonly observed nuclear architectures for

Drosophila nucleus including conventional, se-

nescent, and inverted states observed upon loss

of lamina-heterochromatin tethering (48,49).

(B) An illustration of the MELON framework

is given. The nucleus is resolved by several

marginally overlapping liquid-like chromosomal

territories, each of which is described by an indi-

vidual field variable. Within each chromosomal

territory, we introduce an additional variable

describing (possible) chromatin phase separation

into A or B types that form hetero- or euchromatin droplets. A separate field variable is introduced for describing the elastic membrane and its relax-

ation dynamics during the events of nuclear growth or inversion. To see this figure in color, go online.
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resolution of chromatin naturally accounts for epigenetically driven liquid-

liquid phase separation and surface effects of domains, as well as diffusion

and fluctuations of liquid chromatin droplets within the nucleus.

After all the relevant interactions are accounted for, the steady-state nu-

clear morphology is generated by a stochastic search for the global mini-

mum of the free-energy functional in the space of phase-field variables

4 ¼ f40;ffigi¼1;.;N;jg:

F½4� ¼ FB½4� þ FR½4� þ FG½4� þ FI½40;j�: (1)

The base-free-energy term FB accounts for surface energy contribution of

chromosomal interfaces and intrachromosomal A-B interfaces. For all do-

mains defined by field variables 4 ¼ f40;ffigi¼1;.;N;jg, we assume a sim-

ple Landau-Ginzburg form including double-well bulk free-energy and

surface contributions:

FB½4� ¼
Z
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where U is the domain of the simulation, E coefficients are thickness pa-

rameters, and fcoex is the free-energy function that maintains coexistence

between two chromosomal phases. The restriction term FR[4] establishes

chromosomal territories in the nucleus by penalizing the spatial overlap be-

tween chromosomal domains described by field variables fi.

FR½4� ¼ 4b0
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(3)

The free-energy penalties for excluded volume interactions are intro-

duced via positive volume overlap terms bij
R
U

dUhðfiÞhðfjÞ between

different domains. The h(fi) functions are standard polynomial forms for

approximating volumes of different domains and can be found in the Sup-
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porting Materials and Methods. The strength of interaction between

different chromatin and nuclear domains are dictated by the energetic pre-

factors bij. These prefactors quantify heterochromatin-nuclear envelope

soft-excluded volume interactions bf0j ¼ b0 ¼ const, chromosome-chro-

mosome soft-excluded volume interactions b4i4j
¼ b4 ¼ const, and

euchromatin-heterochromatin mixing affinity bj4i
¼ bj (see Supporting

Materials and Methods for numeric values of all the coefficients). The mix-

ing affinity term bj is varied extensively during simulations for investi-

gating the impact of A and B type interactions on nuclear morphology

and kinetics of chromatin reorganization during nuclear remodeling

processes.

The growth-free-energy term FG[4] controls the volume growth/shrink-

ing of chromosomal territories upon nuclear volume changes:

FG½4� ¼ aNeq

�
VN � VNðtÞ

�2 þ aN

"
VNðtÞ �

XN
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(4)

The growth terms are defined via the harmonic restraint aiðVi � ViÞ2
terms that favor stable domain size for the nucleus VN, chromosomal ter-

ritories Vi, and heterochromal territories vi. The energetic prefactors ai
govern the strength of domain localization (see Supporting Materials

and Methods for more information). A similar formulation of domain

growth terms as volume constraints in free energy has been used by Non-

omura in applications of phase-field methods to multicellular growth

models (41) and recently also by Lee et al. (43) for mathematical

modeling of chromocenter patterns of rods. Recent experiments and sim-

ulations have shown that nuclear chromatin organization is highly corre-

lated with the integrity of the chromatin-lamina scaffold (48,50), which

regulates chromatin dynamics during development. To highlight the effect

of nuclear shape dynamics on chromatin reorganization, it is important to

couple the nuclear shape dynamics with chromatin state variables. The

FI[f0, j] term accounts for heterochromatin-lamina interactions giving

rise to the so-called lamina-associating domains formed by heterochromat-

in regions (51). Lamina-associating domains have a significant nuclear

presence and are localized near the inner nuclear membranes in most of

the mammalian nuclei.

We model this aspect of nuclear architecture by a strong membrane affin-

ity term that keeps heterochromatin preferentially clustered in the vicinity

of the membrane region. This preferential interaction of heterochromatin

with nuclear lamina is realized via interfacial free-energy functional:

FI½40;j� ¼ g

Z
U

dUVhð40Þ ,VhðjÞ; (5)
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where g is a binding affinity coefficient quantifying how strong heterochro-

matin is ‘‘attracted to’’ nuclear lamina or nuclear envelope relative to intra-

chromosomal interactions. After specifying the full free-energy functional

of the nucleus (Eqs. 1, 2, 3, 4, and 5), the dynamic equations can be written

for each phase-field variable using an Allen-Cahn prescription (52):

v40

vt
¼ �L40

dF

d40

;
vfi

vt
¼ �Lfi

dF

dfi

����
ði¼ 1;.;NÞ

;

vj

vt
¼ �Lj

dF

dj
þ hjðr; tÞ:

(6)

The term hj accounts for fluctuations at the boundaries of euchromatin

and heterochromatin islands due to the finite size nature of droplets. The

fluctuations are modeled as Brownian noise: hhjðr; tÞhjðr0; t0Þi ¼
Apdðr � r0Þdðt � t0Þ, where the amplitude of noise Ap ¼ 2kBTeffLj sets

the ‘‘effective temperature’’ Teff of the nucleus (40), which can be taken

as a measure of ATP activity in comparisons with experiment (53,54).

We note that in the MELON framework, one can readily introduce active

processes and driven fluctuations in chromatin liquid droplets (53,54).

The timescale of chromatin relaxation is set by t ¼ L�1. It is well-known

that in different developmental stages of eukaryotic cells, the dynamics

of nuclear processes proceed on vastly different timescales. Therefore,

when modeling nuclear rearrangements in postembryonic interphase, we

set t ¼ 5 � 10�3 h, and when modeling long-term nuclear senescence,

we set t¼ 5 h to match the relevant timescales of attaining different nuclear

morphology.
MELON: A physical simulator of liquid-liquid
phase transitions in the nucleus

Here, we place the MELON framework in the context of previous efforts in

applying continuum diffuse interface methods for modeling cellular phe-

nomena. The two-fluid model of chromatin proposed by Bruinsma et al.

(40) was the first work to suggest the broad usefulness of field-theoretic

models for incorporating thermal fluctuations, active processes, and chro-

matin hydrodynamics under one framework. In recent years, field theoret-

ical methods and the phase-field methods in particular have emerged as

powerful techniques for modeling cellular phenomena from protein coacer-

vation (55) to membrane deformation (56–58) and cell division (41,42). An

important class of models originally developed for modeling multicellular

growth based on the phase-field approach have introduced important nu-

merical techniques for modeling domain growth processes under volume

constraints. The domain-growth free-energy functional pioneered by Non-

omura et al. (41,42) in particular has inspired many applications. This func-

tional takes into account different forces such as cell adhesion, volume

constraints, and excluded volume interaction. A mathematical application

of multicellular growth model (41) to single-cell objects was presented in

the work of Lee et al. (43), in which the free-energy functional of Nono-

mura (41) was used for generating chromocenter patterns of rod cells and

studying patterns with respect to domain volume adjustment. In this model,

the cell shape and size nucleus variation are treated via a mathematical

translation operation that is uncoupled to any of the internal field variables.

Furthermore, mathematical switching functions of phase variables have

been utilized to change field variables halfway through pattern rod chromo-

center generation. This approach comes with a cost of operating a large

number of auxiliary parameters that are manually adjusted for generating

each target pattern.

The objective for developing MELON is to have a stochastic physical

simulator that models passive fluctuations, liquid-liquid phase separation,

and lamina-anchoring closely mimicking soft polymeric nature of chro-

matin. Compared to mathematical and deterministic applications of diffuse

interphase or related continuum models, there are very few parameters,
most of which are fixed and mirror coarse-grained polymeric objects in

the nucleus. This is achieved by modifying the standard domain-growth

free-energy functional such as found in Nonomura et al., namely 1) mem-

brane envelope is explicitly resolved with a new variable, and dynamics is

propagated by coupling to constant timescale viscous relaxation; 2) new

coupling terms between chromosomal domains of the nucleus have been

introduced. This latter couples all the fields together and with membrane,

thereby acting as dense polymeric material; and 3) thermal noise that cou-

ples A and B type fluctuations in heterochromatin and euchromatin

territories.

The MELON framework has been coded in Cþþ using the finite-

element numerical library MOOSE (59,60). Nuclear morphology visualiza-

tions have been generated via Python-based Paraview (61).
RESULTS

Impact of chromosome territorial affinity and
heterochromatin-lamina interactions on
euchromatin and heterochromatin phase
separation

To illustrate the consequences of liquid behavior and phase
separation of A and B chromatin types in the nucleus, we
apply MELON to model the Drosophila nucleus in its
various developmental stages (Fig. 1 A). Recent experi-
ments suggest that liquid-liquid phase separation of chro-
matin domains in D. melanogaster nuclei is orchestrated
by HP1a proteins, which, under favorable conditions, would
form liquid condensates and dissolve heterochromatin re-
gions within liquid droplets (31,32,62). Polymer models
have shown the importance of A and B phase separation
(16,17) as one of the main driving forces behind chromatin
organization in mammals. Heterochromatin-lamina interac-
tions (50,63,64) are instead thought to be responsible for the
switching between conventional and inverted nuclear
morphology.

Using our diffuse interface model of the nucleus, we
investigate the role of various terms in the global-free-
energy functional in generating steady-state nuclear
morphology liquid-liquid phase-separation dynamics. We
set the average heterochromatin content of the nucleus at
25%, corresponding to the postembryonic stage of the
Drosophila nucleus (65). Later on, we will vary this content
when investigating the impact of heterochromatin content
on the dynamics of phase separation and the resulting nu-
clear morphology.

To describe chromatin dynamics in the nucleus quantita-
tively, we evaluate the temporal evolution of the summed
volumes of individual chromosomes V(t) and heterochro-
matin droplets from all chromosomes v(t). The simulations
that generate starting nuclear morphologies (Fig. 2 A;
Videos S1 and S2) show that volumes V(t) and v(t) evolve
until the nucleus is filled with liquid state chromatin, at
which point a steady state is reached in which compartments
acquire well-defined volumes. After coexistence between
different liquid chromatin compartments is reached, we
investigate how variations of interaction strengths defined
Biophysical Journal 118, 2130–2140, May 5, 2020 2133



FIGURE 2 (A) Evolution of chromosomal and

heterochromatin volume in the idealized nucleus

with and without heterochromatin-lamina interac-

tions (g > 0 and g ¼ 0). The snapshots show the

nuclear morphology at different times (every 24

time steps) during the generation stage of the nu-

cleus with and without heterochromatin-lamina in-

teractions. The nuclear compartment is colored in

blue, chromosome territory in green, and hetero-

chromatin compartment in red. (B) A phase dia-

gram of nuclear morphology showing the impact

of various constraints and affinities on liquid-

liquid phase separation of A and B domains in

the formation of heterochromatin and euchromatin

territories is given. Phases are defined in terms of

connectivity between heterochromatin droplets

(continuous versus discontinuous or piecewise

continuous variation of j variable; see also Sup-

porting Materials and Methods). Phase I corre-

sponds to a fully disconnected and mixed state;

phase II corresponds to strongly connected and

demixed or partially demixed states. (C) The

impact of lamina-heterochromatin anchoring affin-

ity variation on the emergent nuclear morphology

is shown. To see this figure in color, go online.
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in the previous section alter the coexistence state of the
nucleus.

We first investigate the impact of chromosome-type-mix-
ing affinity bf and bj, of which the latter governs the inter-
action range between chromatin compartments. We see that
for a given chromosomal interaction range bf, a strong af-
finity leads to mixed states for heterochromatin droplets,
whereas weaker mixing affinity leads to fusion of hetero-
chromatin droplets (Fig. 2 B).

Variation of nuclear membrane lamina-heterochromatin
interaction shows that nuclear morphology is significantly
affected by the changes in lamina-anchoring strength
(Fig. 2 C). This is unsurprising given the large surface
area of the nuclear envelope. Indeed, when we set a nonzero
affinity g > 0 for the lamina interactions, the heterochro-
matin shows pronounced localization near the nuclear enve-
lope. In the presence of dominant lamina-heterochromatin
interactions, the impact of mixing affinity is now seen in
different thicknesses of the heterochromatin belt formed
around the nuclear envelope. This somewhat subtle differ-
ence is due to the competition between the lamina binding
energy (negative term in the global F[f]) and territorial
interaction energy (positive term in the global F[f]).
Thus, consistent with optical microscopy observations
(65,66) and polymer simulations (50,63), the lamina binding
affinity is indeed one of the dominant physical interactions
that shape conventional nuclear architecture.

Loss of affinity has been shown to lead to an inversion of
nuclear architecture, which we show is a naturally emerging
behavior of our model of the nucleus (66,67). In the subse-
quent sections, we show that the inversion behavior, along
2134 Biophysical Journal 118, 2130–2140, May 5, 2020
with its characteristic kinetics, is naturally explained by
liquid-like behavior of chromatin.
Impact of diffusion, fluctuations, and
heterochromatin content on formation of liquid
chromatin compartments

In this section, we study the roles of heterochromatin droplet
diffusion, fluctuations, and nuclear heterochromatin fraction
on the kinetics of phase separation in the idealized nucleus
during interphase and senescent phases. The setup of the
first set of simulation is mimicking the rapid liquid-like
nucleoprotein droplet fusion events during interphase, the
dynamics of which have been observed and quantified in
multiple recent experiments (31,32,68). It is acknowledged
that within an in vivo nucleoplasm environment, heterochro-
matin droplets display shape and size fluctuations as a result
of thermal fluctuations and active, ATP-driven motor activ-
ity (69). In this scheme of the MELON framework, we
model fluctuations by a thermal noise term that accounts
for the fluctuations of finite-sized droplets in an effective
manner. Introduction of fluctuation term, however, has al-
lowed us to quantify how ‘‘effective temperature’’ in the nu-
cleus impacts the kinetics of phase separation. To this end,
we have carried out simulations with fixed nuclear volume
while varying fluctuation amplitude values.

We find that passive fluctuations lead to enhancement of
liquid droplet contact and fusion events, which in turn
enhance the kinetics of phase separation in the nucleus
(Fig. 3, A and B). To be more quantitative, we have evalu-
ated the droplet fusion time tc for different fluctuation
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FIGURE 3 Impact of euchromatin and heterochro-

matin boundary fluctuations on the heterochromatin

droplet fusion dynamics. Shown are (A) the profile

of droplet fusion time tc as a function of droplet fluc-

tuation amplitude Ap; (B) the fluctuation profile along

the heterochromatin order parameter; and (C) repre-

sentative snapshots of droplet fusion dynamics for

Ap ¼ 10 amplitude and postembryonic interphase

cycle, for which chromatin relaxation timescale is

set as t¼ L�1¼ 5� 10�3 h. To see this figure in color,

go online.
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amplitudes Ap (Fig. 3 A). Thus, the fluctuation amplitude of
heterochromatin-euchromatin interfaces effectively in-
creases the capture radius or diffusion coefficient of the
liquid droplets (Fig. 3, A and B). Finally, the comparison
with experiments probing in vivo nucleoplasm (68) shows
that the liquid state model of chromatin in the MELON
framework accurately captures the nuclear coalescence
profiles, as well as surface profiles and sequence of
steps on time-lapse nuclear domain coalescence events
(Fig. 3, B and C).

Next, we fix the fluctuation amplitude of droplets at a
fixed moderate value and examine a process of large-scale
nuclear reorganization that is initiated by severing the lam-
A

B

0

C

7 days 14 days 21 days 28 days 35 
ina and heterochromatin. These types of simulations serve
as a point of comparison with nuclear volume remodeling
simulations of senescence and inversion reported in the
next section. Starting from a conventional nuclear
morphology with 25% of heterochromatin fraction content,
we monitor droplet fusion leading to partial phase separa-
tion of heterochromatin. Consistent with the microscopy ex-
periments (65–67), the conventional morphology of the
nucleus, in response to the disruption of heterochromatin-
lamina anchoring, evolves toward a morphology with fewer
heterochromatic centers, which are localized in the center of
the nucleus (Fig. 4 A). During the reorganization stage, the
adjacent heterochromatin droplets fuse, thereby reducing
49 daysdays

FIGURE 4 Impact of heterochromatin volume

fraction on the nuclear compartment reorganiza-

tion with fixed nuclear size. Shown are nuclear

morphologies generated with different heterochro-

matin contents: (A) r¼ 25%, (B) r¼ 30%, and (C)

r ¼ 45%. Simulations are initiated by terminating

lamina-heterochromatin interaction, and the time-

scale of chromatin relaxation is set for modeling

nuclear senescence and inversion t ¼ L�1 ¼ 5 h.

Ap ¼ 5 for mammalian nuclei (65). To see this

figure in color, go online.
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the number of chromocenters in the nucleus (Fig. 4 A). To
predict the impact of heterochromatin mobility and its
fraction in the nucleus on phase-separation kinetics, we per-
formed simulations with different values of heterochromatin
fractions and different diffusion coefficients. To do this, we
assume that during the nuclear reorganization, the hetero-
chromatin continues growing to reach the prescribed frac-
tion. Indeed, changing the heterochromatin fraction in
conventional nuclear architecture to a newly prescribed
fraction in inverted architecture should not impact the
displacement and fusion of heterochromatin droplets
strongly because the growth kinetics of heterochromatin is
very fast relative to heterochromatin mobility. Fig. 4, B
and C represent the inverted nuclear architecture obtained
for 30 and 45% of heterochromatin fraction content in the
nucleus. As one would expect, the higher heterochromatin
content leads to faster phase separation associated with a
decrease in the clustered heterochromatin number.

The displacement of the heterochromatin droplets within
the nucleus is controlled by the diffusion coefficient which
is related to the thickness of euchromatin-heterochromatin
interfacial region. The simulation results performed for a
given heterochromatin fraction (30%) and a fixed nuclear
volume showed that increasing the diffusion coefficient ac-
celerates the fusion of heterochromatin droplets to form two
clusters at the steady state of nuclear morphology for a
higher value (Fig. S3). Additionally, we find there to be a
critical threshold, the exceeding of which leads to a fully
phase-separated morphology given reasonable diffusion
constants and absence of any desegregating lamina-hetero-
chromatin interactions.
Interplay between chromatin phase separation
and nuclear volume remodeling accompanying
senescence

The cell nucleus is subject to continuous remodeling activity
changing volume, shape, or internal organization in
response to a variety of external or internal signals. For
instance, during the interphase, eukaryotic nuclei undergo
steady expansion until mitosis (70). During senescence
(71) and embryonic development (65,66), however, the nu-
cleus can lose lamina-heterochromatin affinity and undergo
large-scale redistribution of chromatin in which heterochro-
matin moves away from the periphery to a region closer to
the center of the nucleus (Fig. 1). These large-scale chro-
matin remodeling events are often accompanied by expand-
ing and shrinking of nuclear volume (66). Given the
frequency with which nuclear volume/shape change and
chromatin reorganization happen together, one may expect
there to be robust mechanisms tuned with volume drift
and fluctuations.

Phase separation of chromatin domains provides one such
robust mechanism for rapid mobilization of a large section
of the genome with predictable dependence on volume
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changes. In this context, it is therefore worthwhile to inves-
tigate in detail how the kinetics of chromatin phase separa-
tion is coupled with the remodeling of nuclear volume.

To this end, we have carried out simulations that mimic
processes of nuclear senescence and inversion happening
on the timescale of days and resulting in a dramatic change
in nuclear volume and euchromatin/heterochromatin.

Within our MELON framework, remodeling of the nu-
clear volume is simulated by uniaxial slow compression/
expansion of membrane boundaries, which allows the liquid
chromatin compartments to expand/contract. The volume
remodeling processes considered are all propagated at a
constant rate, which is taken to be much slower than any
of the intranuclear diffusion timescales: tremod ¼
L�1
40

� tA=B ¼ L�1
j . In this work, we did not consider

anisotropic deformations and fluctuations of the nuclear en-
velope (69), which certainly could be an interesting question
that merits separate investigation.

Fig. 5 shows the impact of nuclear volume changes on
chromatin reorganization dynamics in the absence of het-
erochromatin-lamina interactions. We see that in all cases,
heterochromatin and euchromatin distribution is driven to-
ward completely phase-separated states, with heterochro-
matin accumulating in the vicinity of the nuclear core.
However, the kinetics and morphology of this transition
are markedly different relative to constant volume case of
the previous section. This shows that chromatin diffusion
rates and volume remodeling rates can be in a tug of war
with each other. Additionally, we see that the chromosome
territories can remain well-separated during the remodeling
of nuclear volume, which suggests that coexistence of key
subnuclear compartmentalization of A and B types with
optimal affinity can be made robust to volume remodeling.

To quantify the dynamics of heterochromatin and euchro-
matin phase separation, we have investigated how the num-
ber of heterochromatin clusters varies with target nuclear
volume while keeping remodeling times fixed. The results
show that the value of final volume leads to more rapid
phase separation because, in smaller nuclear volumes, the
encounter rates of heterochromatin droplets are higher
(Fig. 6). Indeed, the distance between the two regions occu-
pied by heterochromatin becomes small when the nuclear
volume decreases; hence, the fusion between them becomes
more favorable. Because the relaxation time of the nuclear
envelope ðL40

¼ constÞ is being kept constant, it is also
interesting to evaluate the characteristic time of relaxation
of heterochromatin domains to assess how much the dy-
namics of internal chromatin motions are affected. We
find that the chromosome territories relaxed to their equilib-
rium volume with a nearly same relaxation time of the nu-
cleus, whereas the heterochromatin domains relaxed faster
(Fig. 6; Table S1).

Likewise, the diffusion rates and rate of volume reduction
lead to a nearly uniform acceleration of the dynamics of
droplet fusion events. We see that nuclear growth works
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against phase separation and, in principle, can slow it down
or arrest it for some parameter regimes. Based on experi-
mental observations (67), the time required for the complete
transformation of the conventional architecture of mamma-
lian nuclei to inverted morphology is predicted to take on
the order of �30 days, with the corresponding heterochro-
matin cluster number estimated to be 2–3. The results
with the embryonic timescale adopted in this work thus
agree quantitatively with the experiments (67).

In the case of nuclear inversion, we find that the thermo-
dynamic driving force of phase separation ensures robust
evolution of chromatin toward steady-state nuclear mor-
phologies with respect of heterochromatin content, final vol-
ume, and diffusion rate variations (Figs. S4–S6). This
robustness is a generic feature of phase separations and
has been remarked in many related prior studies using
phase-field methods such as the ones by Nonomura (41) in
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the context of multicellular growth and Lee et al. (43) in
the context of rod chromocenters.

Finally, we have explored the conditions under which
heterochromatin domains merge into a single cluster,
which is commonly seen in rod cells upon complete nu-
clear inversion (Fig. 7). Scanning the phase space of nu-
clear morphology along the heterochromatin density axis
(see Supporting Materials and Methods), we have found
that the specific condition favoring single cluster forma-
tion is having at least 50% heterochromatin content,
which, in the MELON framework, would correspond to
combined constitutive and facultative heterochromatin
content.

The observations of nuclear inversion have recently at-
tracted considerable attention in studies employing com-
puter simulations and applied mathematics. In particular,
we mention here the important work of Falk et al. (64),
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evolution of the number of heterochromatin clus-

ter in the cell’s nucleus during the reorganization
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clear volume remodeling were initiated by termi-

nating heterochromatin-lamina interaction term

to mimic processes of senescence and nuclear
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in color, go online.
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who have used an A-B-C heteropolymeric model of chro-
matin to identify the balance of type interaction that leads
to inverted architecture. In another work by Lee et al. (43),
a mathematical application of phase-field methodology
based on Nonomura’s multicellular growth model (41)
was employed to generate inverted nuclear patterns of sin-
gle rod cells. As opposed to this work and work by Falk
et al. (64), however, the inversion was realized via a purely
mathematical deterministic protocol of using ad hoc
transnational operators acting on cell envelope and
sigmoidal functions adjusting chromatin fractions halfway
during protocols. Within the framework of MELON, the
nuclear inversion emerges organically as a result of
noise-driven dynamical relaxation of chromatin domains
upon severing lamina-heterochromatin anchoring. Further-
more, our simulations indicate the existence of a critical
fraction of heterochromatin without which full inversion
is hampered.
CONCLUSIONS

In recent years, there has been a gradual shift away from the
paradigm of static regular fiber organization of chromatin to
a paradigm of fluid-like, heterogeneous, and dynamic order.
This paradigm shift has been further catalyzed by the latest
series of experiments, which have implicated disordered
proteins with known nuclear regulatory functions for driving
the liquid-liquid phase separation of chromatin regions in
the nucleus (31,32,72,73). Additionally, several theoretical
models (74–77) and computer simulations of chromatin
polymer (17,34,64,78) have shown the broad consistency
of the heterogeneous copolymer melt view of chromatin
with the Hi-C and single-molecule data.

Thus, a natural question that emerges from these observa-
tions is how much of large-scale chromatin ordering and dy-
namics in the nucleus could be explained away just by the
fluid-like behavior of chromatin? This question is especially
pressing if one wants to create viable models of long-time-
scale development of eukaryotic nuclei such as in aging, dif-
ferentiation, and disease propagation.

To begin answering these questions, we have constructed
MELON, a streamlined computational framework in which
chromatin is resolved as a fluctuating fluid mixture
composed of epigenetically colored components. Using
this model, we find that a fluid description of chromatin
2138 Biophysical Journal 118, 2130–2140, May 5, 2020
combined with basic facts about the nuclear architecture,
including the existence of chromosomal territories, A and
B epigenetic type interactions, and lamina-heterochromatin
anchoring, leads to life-like nuclear morphologies. Applica-
tion of the MELON framework to the Drosophila nucleus at
different developmental stages of the nucleus such as inter-
phase, long-time senescence, and inversion reveals a rich
interplay between liquid-liquid phase separation, nucle-
ation, and droplet fluctuations. We would like to emphasize
further that the generic nature of the model and the minimal
assumptions that we have built into it allow one to draw con-
clusions that should generally be applicable for a wide vari-
ety of eukaryotic nuclei and not just for the Drosophila
nucleus. Particularly, our study finds that a significant role
is played by surface tension and lamina-heterochromatin in-
teractions in determining large-scale chromatin rearrange-
ments. Our study introduces an innovative approach for
studying micron-scale chromatin dynamics; we foresee
that further development of the method here introduced—
the MELON framework—will shed new light on the micro-
rheology, the diffusive behavior, and the hydrodynamics of
nuclear chromatin.
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