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ABSTRACT The dynamic organization of chromatin inside the cell nucleus plays a key role in gene regulation and genome
replication, as well as maintaining genome integrity. Although the static folded state of the genome has been extensively studied,
dynamical signatures of processes such as transcription or DNA repair remain an open question. Here, we investigate the inter-
phase chromatin dynamics in human cells in response to local DNA damage, specifically, DNA double-strand breaks (DSBs).
Using simultaneous two-color spinning-disk confocal microscopy, we monitor the DSB dynamics and the compaction of the sur-
rounding chromatin, visualized by fluorescently labeled 53BP1 and histone H2B, respectively. Our study reveals a surprising
difference between the mobility of DSBs located in the nuclear interior versus periphery (less than 1 um from the nuclear enve-
lope), with the interior DSBs being almost twice as mobile as the periphery DSBs. Remarkably, we find that the DSB sites
possess a robust structural signature in a form of a unique chromatin compaction profile. Moreover, our data show that the
DSB motion is subdiffusive and ATP-dependent and exhibits unique dynamical signatures, different from those of undamaged
chromatin. Our findings reveal that the DSB mobility follows a universal relationship defined solely by the physical parameters
describing the DSBs and their local environment, such as the DSB focus size (represented by the local accumulation of 53BP1),
DSB density, and the local chromatin compaction. This suggests that the DSB-related repair processes are robust and likely
deterministic because the observed dynamical signatures (DSB mobility) can be explained solely by their structural features
(DSB focus size, local chromatin compaction). Such knowledge might help in detecting local DNA damage in live cells, as
well as in aiding our biophysical understanding of genome integrity in health and disease.

SIGNIFICANCE The human genome undergoes dynamic rearrangements to which many processes such as
transcription and DNA repair are thought to contribute, although specific dynamical signatures of these processes are
unknown. We investigate chromatin dynamics in live human cells in response to local DNA damage, the DNA double-
strand breaks (DSBs). Our data reveal that DSBs move differently from undamaged chromatin; moreover, we find that
chromatin exhibits a unique compaction profile at the DSB sites. We identify a universal relationship between the physical
parameters describing DSBs and their local environment, suggesting a deterministic nature of the DSB-related repair
processes. Such knowledge might aid our biophysical understanding of genome integrity in health and disease.

INTRODUCTION and finally, at larger length scales, chromosome territories
(3-5). Although the static folded state of the genome has
been described in detail using chromosome conformation cap-
ture techniques, the mechanistic picture behind its dynamic
nature remains elusive (4-8). In interphase nuclei, chromatin
dynamics was found to be active, i.e., ATP-dependent, diffu-
sive to subdiffusive with constraints, with occasional directed
motion, and coherent over several seconds and micrometers
(6,9-13). Although chromatin dynamics have been implied
to play a major role in biological processes such as transcrip-
tion, replication and DNA repair (6,14), their underlying

The proper function of interphase chromatin intimately de-
pends on its structure, organization, and dynamics inside the
cell nucleus. In higher eukaryotes, chromatin fiber consists
of DNA wrapped around nucleosomes made of core histone
proteins (1,2). The chromatin fiber is then spatially organized
inside the nucleus into a hierarchy of loops; topologically
associated domains; A and B compartments corresponding
to transcriptionally active and inactive regions, respectively;
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integrity. DNA damage can range from chemical changes in
the DNA molecule to a full DNA double-strand break (DSB)
(15,16). Strikingly, the genome of a human cell suffers daily
an estimated ~10° DNA damage events (15,16), which, if
left unrepaired, can have devastating consequences for the
cell. For example, an unrepaired DSB can lead to apoptosis
or cancer; therefore, robust DNA repair mechanisms are
crucial for cellular health and survival (15-17). [lluminating
chromatin dynamics upon DNA damage such as DSBs
might provide insight into the dynamic organization of chro-
matin as well as the DNA repair processes.

The formation and repair of DSBs in higher eukaryotes
have been previously investigated by inducing DSBs using
endonucleases, radiation (ultraviolet, X-rays, y-rays, o-par-
ticles) or chemicals (e.g., neocarzinostatin, zeocin, etopo-
side) (18,19). In these studies, DSBs were visualized by
fluorescently labeled proteins that localize at the DSB site
and associate with its repair (e.g., S3BP1, Rad52) (20).
The motion of DSBs was largely described as subdiffusive
(18,21), and overall chromatin dynamics, while remaining
subdiffusive, was found to increase in response to DNA
damage (12,18,21-23). Moreover, the micrometer-scale
coherent motion of chromatin is eliminated upon DNA dam-
age (12). Furthermore, the protein 53BP1 and the LINC
complex, as well as microtubule activity, were shown to
be required for DSB mobility, which is thought to be crucial
for DSB repair (24). In contrast, DSB dynamics was mostly
unaffected by depletion of single DNA remodelers ACF1
and PARPI or tethering proteins MRE11 and cohesin, pro-
vided the ATM kinase was not compromised (25).

The physical picture behind the DSB dynamics in higher
eukaryotes remains elusive. This is in contrast to similar
studies in yeast (26-31), the genome of which is smaller,
more dilute, and below the entanglement threshold and
thus can be well-approximated by an ideal Rouse chain
(32-34). Moreover, the equilibrium Rouse model, which as-
sumes an elastic coupling between the monomers, can
describe the DSB motion, as well as local condensation
changes in the yeast genome upon DNA damage (35,36).
However, as suggested by earlier studies (9,12,25,37,38),
more complex models may be required for the chromatin dy-
namics in higher eukaryotes, with increasing evidence that
nonequilibrium effects, viscoelasticity and hydrodynamic in-
teractions play important roles (12,13,39-46).

The goal of this work is to identify physical parameters
describing local DNA damage in human genome that would
aid a mechanistic view of the impact of the DNA damage on
the local chromatin structure and dynamics. Specifically, we
investigate the physical relationship between the structural
and dynamical signatures of DSBs in live human cells.
We use neocarzinostatin (NCS) to introduce DSBs at
different densities and measure their motion in the context
of the surrounding chromatin and its packing density. Using
HeLa cells expressing both histone H2B-GFP and 53BP1-
mCherry, a key regulator in the cellular response to DSBs,
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we visualize chromatin compaction (H2B-GFP) and DSBs
(53BP1-mCherry) and follow their behavior in time. Using
simultaneous two-color spinning-disk confocal microscopy,
we record concurrent streams of H2B-GFP and 53BP1-
mCherry signals. We use single-particle tracking to obtain
trajectories of single DSBs from the 53BP1-mCherry signal,
which we correlate with the local chromatin packing ob-
tained from the H2B-GFP signal. Our data reveal that
DSB sites exhibit unique local chromatin compaction pro-
file as well as dynamics. Moreover, we find a universal
relationship between the structural and dynamical signa-
tures of DSBs in live cells, which relies purely on physical
parameters of the system and allows us to identify the DSB
location in chromatin polymer network and predict the DSB
mobility.

MATERIALS AND METHODS
Cell culture

HeLa cells (CCL-2) were cultured according to American Type Culture
Collection (Manassas, VA) recommendations. A stable HeLa cell line ex-
pressing both H2B-GFP and 53BP1-mCherry was cultured in a humidified
5% CO, (vol/vol) atmosphere at 37°C in Gibco Dulbecco’s modified
Eagle’s medium (Gaithersburg, MD) supplemented with 10% fetal bovine
serum (vol/vol), 100 units per milliliter of penicillin, and 100 ug/mL strep-
tomycin (Invitrogen, Carlsbad, CA) and 4.5 ug/mL of Plasmocin Prophy-
lactic (Invitrogen). Before the experiment, cells were plated on 35-mm
MatTek dishes with glass bottom no. 1.5 (MatTek, Ashland, MA) for 24
h. The medium was replaced by Gibco CO,-independent medium supple-
mented with L-glutamine (Invitrogen) before imaging. Cells were mounted
on the microscope stage and kept at 37°C in a custom-built microscope
incubator enclosure. For fixation experiments, cells were fixed in 3.7%
formaldehyde in phosphate-buffered saline (PBS) at room temperature
for 20 min and then washed with PBS three times every 5 min. Coverslips
were mounted on glass microscope slides using ProLong Diamond Antifade
Reagent (Molecular Probes, Eugene, OR).

Biochemical perturbations

When indicated, 200, 500, or 800 ng/mL of NCS (Sigma-Aldrich, St. Louis,
MO) dissolved in CO,-independent media supplemented with L-glutamine
were added to cells and incubated for 60 min before imaging. We performed
four independent experiments for every condition. To deplete ATP, 6 mM of
2-deoxyglucose (Sigma-Aldrich) and 1 uM trifluoromethoxy-carbonylcya-
nide phenylhydrazone (Sigma-Aldrich) dissolved in CO,-independent me-
dia supplemented with L-glutamine were added to cells and were incubated
for 2 h before addition of 500 ng/mL of NCS. Cells were then incubated for
another 60 min before imaging. We performed three independent repeats of
the ATP depletion experiments. For the experiments investigating the time
dependency of the DSB dynamics, cells were treated with 500 ng/mL of
NCS (Sigma-Aldrich) dissolved in CO,-independent media supplemented
with L-glutamine and imaged continuously from 10 to 100 min after the
NCS addition. We performed three independent repeats of this experiment.

Immunofluorescence staining

DNA DSBs were visualized using immunofluorescence staining of phos-
phorylated S139 yYH2AX (#ab81299; Abcam, Cambridge, UK). First, cells
were fixed for 20 min using 3.7% formaldehyde in PBS (Gibco) at room
temperature, followed by three washes with PBS every 5 min. Cells were

Biophysical Journal 118, 2168-2180, May 5, 2020 2169



Eaton and Zidovska

then permeabilized using 0.2% Triton X-100 in PBS for 10 min and washed
two times with PBS. Next, the sample was incubated for 2 h with blocking
reagent, 5% goat serum (LSPCN5000; Gibco) with 0.1% Tween20 in PBS.
Cells were then treated with primary antibody (#ab81299; Abcam) diluted
in the blocking reagent (1:2000) overnight in a humidified chamber at 4°C.
After three washes with PBS, cells were incubated with secondary antibody
(goat anti-rabbit Alexa 405, A31556; Invitrogen) diluted in PBS (1:200) for
1 h at room temperature. The cells were washed three final times with PBS
before being mounted on a slide using ProLong Glass Antifade Reagent
(Invitrogen).

Microscopy and image acquisition

Images were taken with a Yokogawa CSU-X1 spinning-disk confocal head
(Yokogawa, Tokyo, Japan) with an internal motorized high-speed emission
filter wheel and Spectral Applied Research Borealis modification (Spectral
Applied Research, Richmond Hill, Ontario, Canada) for increased light
throughput and illumination homogeneity on a Nikon Ti-E inverted micro-
scope (Nikon, Tokyo, Japan) equipped with a 100x Plan Apo NA 1.4 objec-
tive lens and the Perfect Focus System. The microscope was mounted on a
vibration-isolation air-table. To image H2B-GFP and 53BP1-mCherry at
the same time, we illuminated the sample simultaneously with two excita-
tion wavelengths, 488 and 561 nm, using two distinct solid-state lasers. The
emission was collected with a 405/488/561/640 multibandpass dichroic
mirror (Semrock, Rochester, NY) and separated by the W-View Gemini Im-
age Splitter (Hamamatsu, Hamamatsu City, Japan) using the GFP/mCherry
dichroic mirror (Chroma Technology, Bellows Falls, VT), and further
passed through an ET525/30m emission filter (Chroma Technology) and
an ET630/75m emission filter (Chroma Technology). The two fluorescent
signals were allocated to the two halves of the image sensor, producing
two distinct images. For three-color imaging, H2B-GFP, 53BP1-mCherry,
and YH2AX (Alexa 405) were excited with 488, 561, and 405 nm solid-
state lasers, respectively, and fluorescence was collected with a 405/488/
561/640 multibandpass dichroic mirror (Semrock) and then ET525/50m,
ET600/50m, and ET450/50m emission filters, respectively (Chroma Tech-
nology). Images were obtained with a Hamamatsu ORCA-R2 cooled CCD
camera controlled with MetaMorph 7 (Molecular Devices, San Jose, CA)
software. For two-color (red/green) signal registration, we imaged 4 um
TetraSpeck Fluorescent Microspheres (Molecular Probes) and obtained a
two-dimensional local transformation matrix. The pixel size for the 100x
objective was 0.065 um. For two-color imaging, the observation duration
was 25 s, with an exposure time of 250 ms. For three-color imaging, the
H2B-GFP, 53BP1-mCherry, and YH2AX (Alexa 405) images were taken
sequentially, each with an exposure time of 250 ms. The streams of 16-
bit images were saved as multi-tiff stacks.

Image processing and data analysis

The nuclear contour was determined from the GFP signal using a previously
published algorithm (47), and the DSB localization was determined from
the 53BP1-mCherry signal, corrected for photobleaching using histogram
matching (48). To obtain an accurate count of DSBs, we developed a ma-
chine-learning-assisted feature-finding algorithm. The 53BP1-mCherry
signal across the first 10 frames was integrated, and a nuclear mask based
on the nuclear contour was applied to remove the background signal. Using
a local-maxima function, we found a large number of local maxima indi-
cating possible features in the image, most of which correspond to noise.
At each local maximum, feature descriptors such as the integrated intensity,
gyration radius, and eccentricity were measured. Subsequently, 10 different
filters were applied to the image, and 48 unique descriptor variables were
obtained for each feature. We then manually sorted the DSBs from the noise
features for 20 nuclei. The descriptor variables of these DSBs constituted a
training data set, which we used to generate a binary-classification decision
tree to sort features based on their descriptor variables. Next, we manually
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inspected a large sample of DSBs to confirm the goodness of the classifica-
tion and performed manual corrections if needed and added these nuclei to
the training data set. Our trained algorithm would correctly determine DSBs
with ~95% accuracy.

For the DSB tracking, we used previously published tracking algorithms
(49,50) in combination with custom-made MATLAB (The MathWorks, Na-
tick, MA) routines. Specifically, during the detection, we account for DSB
foci of different sizes by searching for foci over a range of different radii.
This way, some of the DSBs might be detected by different searches. To avoid
multiple counting of a DSB, we perform watershed algorithm on the inverse
of the 53BP1-mCherry signal, from which we define an approximate region
of pixels for each DSB. Features located in the same region are deemed du-
plicates of the same DSB, and in such cases, the DSB centroid with the high-
est intensity is chosen. At this stage, each nucleus and all detected DSBs were
manually inspected and approved before proceeding with their tracking.

To achieve high precision in tracking as well as to allow for tracking of
all “trackable” features, we have developed an algorithm for finding of the
window in which the feature is tracked. Such windows are obtained for
every feature as follows: we filter the photobleach-corrected 53BP1-
mCherry signal in each frame using a bandpass filter, then sum the filtered
signal over all timeframes and perform watershed on the inverse of the
summed signal. Regions too big to correspond to real features are removed,
and trajectories estimated from the DSB centroid tracking are overlaid. If a
trajectory is spanning neighboring windows, these windows are merged.
The final window is held fixed for all frames, and the DSB centroid is found
in every frame from the bandpass-filtered, photobleach-corrected signal
within this window. This way, we can determine the trajectory of most
DSBs with very high precision and a very low noise floor (~13 nm). All
DSB trajectories were corrected for potential nuclear motion by subtracting
the nuclear centroid motion (51,52). The uncertainty of the size measure-
ment of a 53BP1 focus is given by the uncertainty of the radial Gaussian
fit and the variation of the size of the 53BPI focus over the duration of
the experiment, leading to an overall imprecision of ~16 nm. The exposure
of 250 ms leads to a size overestimate by less than 5% (53).

For the tracking of the mock DSBs, we analyzed the H2B-GFP signal of
undamaged (control) cells. In each control cell, we find 150 random points.
For the analysis of the interior random sites we remove those at the periph-
ery and vice versa. For the obtained random site population, we measure /.,
and S,.;. We then remove all random sites whose /., and S,.; do not match
those of the real interior or periphery DSBs. Lastly, we eliminate points that
are too close to each other to avoid any signal overlap, choosing a minimal
distance of 13 pixels between two mock DSBs. Next, the segmentation win-
dows are obtained by the intersection of a circle (radius of 19 pixels) around
the mock DSB center and the corresponding Voronoi cell. The segmenta-
tion window is held fixed for all timeframes, and the centroid of the
mock DSB is found in every frame from the top-hat-filtered, photo-
bleach-corrected H2B-GFP signal within this window. This way, the trajec-
tories of the mock DSBs can be determined with high precision and a very
low noise floor (~19 nm). All mock DSB trajectories were corrected for a
potential nuclear motion by subtracting the nuclear centroid motion. After
the final mock DSB centroids were computed, /., and S,,; distributions of
the interior/periphery mock DSBs were compared against the correspond-
ing distributions of interior/periphery DSBs and the mock DSB I, and
S, distributions, of which those not matching real DSBs were removed.
The agreement between the I and S, distributions for the mock and
real DSBs was evaluated using the Kolmogorov-Smirnov test.

RESULTS
Identification and quantification of DSBs

To investigate dynamics of DNA DSBs, we used HeLa cells
expressing both histone H2B-GFP and 53BP1-mCherry
(Fig. 1), allowing us to simultaneously visualize chromatin
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FIGURE 1 Induction of DSBs by NCS. (A) Micrographs of live HeLa cell nuclei expressing both H2B-GFP and 53BP1-mCherry are shown under the
following conditions: control (under physiological conditions) and upon addition of 200, 500, and 800 ng/mL NCS. The first column shows the H2B-
GFP signal, the second column the 53BP1-mCherry signal with the nuclear contour (white line), and the third column the overlay of H2B-GFP (green)
and 53BP1-mCherry (red) signals. (B) A nucleus treated with 500 ng/mL NCS (fop row) and a control nucleus (bottom row), both formaldehyde-fixed,
are shown. H2B-GFP (green) signal visualizes chromatin. 53BP1-mCherry (red) and YH2AX (blue) signals visualize the DNA repair foci and DSBs, respec-
tively. The overlay of the red and blue signals shows their colocalization (pink) in the NCS-treated nucleus, whereas no DNA damage is found in the control
nucleus. (C) An enlarged view of the boxed-in region from (B) with yellow circles highlighting the position of 53BP1 foci is shown. (D) Distribution of
yYH2AX signal over the population of 53BP1 foci (N = 1987 over 36 cells) is shown. The histogram shows the presence of three distinct Gaussian peaks
(red, pink, and orange dashed lines), with means at discrete values, where the means of the second and third peaks are about twofold and threefold the values
of the first peak’s mean, respectively. This suggests that the first peak indicates the fraction of 53BP1 foci containing a single DSB, the second peak two

DSBs, and the third peak three DSBs. Scale bars, (A)—(B) 5 um, (C) 1 um. To see this figure in color, go online.

(H2B-GFP) and DNA damage foci (53BP1-mCherry).
53BP1 is a reliable indicator of the position of the DNA
damage sites because it is a key molecular player in DNA
damage repair, binding to DSBs shortly after they occur
(54,55). We induce DSBs by adding NCS, whose mecha-
nism of DSB generation is well-established (56), and
observe 53BP1 foci 60 min after the NCS addition. At the
60 min mark, the 53BP1 foci correspond to the DSBs in
the process of repair (57,58), which we confirmed by
observing the colocalization with YH2AX, which marks
DSBs in the repair (Fig. 1).

Fig. 1 A shows a nucleus that was not exposed to NCS
(control); its 53BP1-mCherry signal is mostly diffuse,
with one large spot corresponding to a so-called “basal
break,” i.e., a lesion that occurs in the cell spontaneously
(19,59). Upon addition of NCS, 53BP1-mCherry localizes
at the DNA damage sites, manifesting by a sharp punctate
signal (Fig. 1 A). We collected data 60 min after the NCS
addition for three different NCS concentrations: 200, 500,
and 800 ng/mL. Our data show that increasing NCS concen-
tration leads to a visible increase of the number of DSBs in-
side the cell nucleus (Fig. 1 A).

Earlier studies suggested that most 53BP1 foci contain
exactly one DSB (60,61); thus, it is reasonable to assume
that a 53BP1 focus corresponds to a DSB. To verify this
assumption for our system, we performed an immunoflu-
orescence staining visualizing the localization of YH2AX,
which marks the position of a single DSB. Using machine
learning algorithms, we evaluate a large population of
53BP1 foci (N = 2119) over 36 cells and find that
~94% of 53BP1 foci show a colocalization with
yH2AX (Fig. 1, B and C). We quantify the yH2AX
intensity at every 53BP1 focus colocalizing with
yH2AX (N = 1987) and find that the measured YH2AX
intensity distribution exhibits exactly three distinct peaks
(Fig. 1 D). We fit these peaks by three distinct Gaussians
(red, pink, and orange dashed lines), with means at
discrete intensity values: u; ~ 400, u, ~ 850, and u3 ~
1250. Strikingly, u, and u3 are about twofold and three-
fold the values of u;, respectively. This suggests that the
first, second, and third peaks indicate the fraction of
53BP1 foci containing a single DSB, two DSBs, and three
DSBs, respectively. By counting the 53BP1 foci within
these three subpopulations, we find that ~80% of 53BP1
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foci contain exactly one DSB, ~15% two DSBs, and ~5%
three DSBs.

Different DSB dynamics in the nuclear interior
versus periphery

To obtain a comprehensive picture of the DSB dynamics, we
examined the DSB dynamics based on their location in the
cell nucleus. Specifically, we divided the DSBs into two cat-
egories: DSBs at the periphery (less than 1 um from the nu-
clear envelope) and DSBs in the interior (more than 1 um
from the nuclear envelope). In addition, to explore a large
variety of possible DSB positions in the cell nucleus, we
vary the DSB density, i.e., the DSB number per unit area,
by changing the NCS concentration in our experiments.
We analyzed the motion of the DSBs at three different
NCS concentrations, 200, 500, and 800 ng/mL (Fig. 2),
and used machine learning algorithms (see Materials and
Methods) to detect the position of the DSBs in the 53BP1-
mCherry signal (Fig. 2 A, yellow markers). The trackable
DSBs were divided into the periphery DSBs (yellow
crosses) and the interior DSBs (yellow circles). The untrack-
able DSBs are marked by yellow dots. Such DSBs did not
have a high enough signal/noise ratio and thus could not
be tracked with high precision. In general, we found that
DSBs with a low signal/noise ratio were out of focus. In
our experiments, we tracked only DSBs that were in focus
in the viewing plane and thus had a high signal/noise ratio.

We focused on the fast, short-term DSB dynamics to eluci-
date the impact of material properties of the local chromatin
network on the DSB dynamics. Thus, for all DSBs that were
trackable, we followed their trajectories over 25 s with the
temporal resolution of 250 ms (Fig. 2 B). First, we assess the
area covered by an entire trajectory, A; (Fig. 2 B), which pro-
vides a measure for the mobility of a DSB over longer times.
Further, from the obtained trajectories, we compute for each
DSB the mean-square displacement (MSD), MSD(t) =

((F(r+1) — F(1))?), where 7 is the lag time (Fig. 2 C,
markers), and fit the MSD to a power law f{t) = C + B7*
(Fig. 2 C, solid lines). This simple model allows us to evaluate
the type of motion that a DSB undergoes (e.g., diffusive, sub-
diffusive, and superdiffusive) at the timescale of our measure-
ment while accounting for a possibility of an additional fast
motion at timescales below our time resolution. Thus, for
each DSB, we obtain exponent « as the fitting parameter.
Next, we compare MSD values at the shortest time lag 7 =
0.25 s, which we term A, informing on the DSB mobility
over short times. Fig. 2 D shows the histograms of A, «, and
Ay for both the interior and periphery DSBs measured at three
different NCS concentrations. The summary of the means and
standard errors for A, o, and Ay distributions is provided in Ta-
ble S1 and the list of the corresponding p-values in Table S2.

Furthermore, we have calculated the average MSD over
the entire ensembles of the interior and periphery DSBs
for a given experiment: 200 ng/nL NCS (interior: Ncej =
107, Npsg = 610; periphery: Ncen = 99, Npsg = 336),
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FIGURE 2 DSB dynamics as a function of the DSB position and NCS concentration. (A) DSBs are detected and tracked in 53BP1-mCherry signal (yellow
markers). The trackable DSBs are divided into the periphery DSBs (less than 1 um from the nuclear envelope, yellow crosses) and interior DSBs (yellow
circles), and untrackable DSBs are marked by yellow dots (see Materials and Methods). (B) An enlargement of the boxed-in areas in (A) is given, showing
examples of the interior and periphery DSB trajectories and their area Ay given by a convex hull (yellow solid line). DSB trajectories are color-coded by their
temporal evolution (blue to red). (C) Mean-square displacement (MSD) for trajectories of the periphery DSBs (crosses) and interior DSBs (circles) from (B)
and a fit to MSD(7) = C + B7* are shown (purple line). (D) Distributions of the area explored at short timescales Ay, the exponents «, and area explored at long
timescales A, obtained from individual DSB trajectories for populations of the interior and periphery DSBs are shown. Numbers in the x axis label indicate
the number of DSBs analyzed. Dot, solid line, and dashed line in the violin plots correspond to the mean, median, and quartiles, respectively. (E) Average
MSD for all trajectories for interior and periphery DSBs in a given experiment is shown. MSD measured for cells fixed in formaldehyde (black line, Npsg =
152, Ncens = 42) defines the noise floor of our experiment. Error bars are shown in Fig. S1. (F) Distributions of the DSB density pg are shown; numbers in
legend indicate the number of nuclei analyzed. Scale bars, (A) 3 um, (B) 100 nm. To see this figure in color, go online.
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500 ng/nL NCS (interior: Ncey = 121, Npsg = 682; periph-
ery: Ncen = 100, Npsg = 254), and 800 ng/nL. NCS (inte-
rior: Ncey = 128, Npsg =760; periphery: Ncoy = 131,
Npsp = 862), showing the general trends under these condi-
tions (Fig. 2 E; Fig. S1). As a negative control, we measured
the dynamics of DSBs upon fixation of cells with formalde-
hyde, which shows elimination of the DSB dynamics and
defines a noise floor for our measurements (black line,
Fig. 2 E). To quantify the DSB density pg (number of
DSBs per unit area), we count all DSBs present in the first
time frame (including those that could not be tracked) and
find that pg increases from 0.077 breaks/um? for 200 ng/
nL NCS to 0.084 breaks/um? for 500 ng/nL NCS to 0.145
breaks/um® for 800 ng/mL NCS (Fig. 2 F). As
displayed in Fig. 2 F, the pg distributions at the 3 NCS con-
centrations are quite wide and exhibit partial overlaps with
each other.

Our findings reveal a striking difference between the dy-
namics of the periphery and interior DSBs (Fig. 2, C-E),
with the periphery DSBs being much less mobile than
the interior DSBs, as shown by the A and Ay, while « re-
mains similar. The mean values of A, and A; are ~80% and
~70% larger, respectively, for the interior than the periph-
ery DSBs. Interestingly, we find that for both the interior
and the periphery DSBs, the average A; (mobility at longer
times), As (mobility at short times), and « remain un-
changed across different NCS concentrations. This sug-
gests that the underlying physical mechanism driving the
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DSB dynamics is rather robust because it remains un-
changed under all studied conditions. We hypothesize
that the large difference in the mobility of the periphery
and interior DSBs may occur because of a higher chro-
matin compaction present at the nuclear periphery, which
could lead to an increased confinement for the dynamics
of the periphery DSBs.

Unique chromatin compaction at DSB sites

To evaluate the local compaction of chromatin at a DSB site,
we have analyzed the H2B-GFP signal, which we have ob-
tained simultaneously with the 53BP1-mCherry signal
informing us on the DSB dynamics (Fig. 3). Histone H2B-
GFP has been shown before to be a reliable reporter on
chromatin position, and thus, changes in measured H2B-
GFP intensity indicate also relative changes in the local
compaction of the chromatin fiber (12,62). We identify
positions of the DSBs in the 53BP1-mCherry signal (vellow
markers, Fig. 3 A) and find corresponding sites in the H2B-
GFP signal (yellow markers, Fig. 3 B). This allows us to
evaluate chromatin compaction at and near each DSB by
analyzing the H2B-GFP intensity (Fig. 3 C). First, we
normalize the intensity in a small region of radius ~1 um
around a DSB by the intensity at the DSB center for H2B-
GFP and 53BP1-mCherry, respectively, and compute a
radial average of the H2B-GFP and 53BP1-mCherry
intensity profiles I,(r) and I(r), respectively, for each DSB
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FIGURE 3 Local chromatin compaction at DSBs. (A) DSBs detected in 53BP1-mCherry signal are shown: interior DSBs (yellow circles), periphery DSBs
(yellow crosses), and untrackable DSBs (yellow dots). (B) DSB positions in H2B-GFP signal are shown (yellow markers). (C) An enlargement of the boxed
areas from (A) to (B) is shown. Red boxes show the 53BP1-mCherry signal with the DSB focus size estimated by the red circle. Green boxes show the H2B-
GFP signal, and green circle marks an area of 0.75 wm radius around the DSB. (D) Radially averaged intensities of the 53BP1-mCherry (I,, red markers) and
the H2B-GFP (I, green markers) signals from (C), normalized by their value at the DSB center, are shown. To determine the 53BP1 focus size Rg, a Gaussian
was fitted to I, (red line). To estimate chromatin compaction around a DSB, a line was fitted to I, over 0.75 um from the 53BP1 focus center (green line), and
its slope S,; was measured. (E) Distributions of Rg, Sy, and I, (H2B-GFP intensity normalized by its mean in a nucleus) for all tracked periphery and
interior DSBs are shown. (F) Schematics of Rp, S, and I, are shown. Green color corresponds to chromatin, and its height corresponds to the H2B-
GFP intensity, which illustrates the chromatin compaction. The red color denotes the size and position of a 53BP1 focus. Scale bars, (A)—(B) 3 um, (C)

1 um. To see this figure in color, go online.

Biophysical Journal 118, 2168-2180, May 5, 2020 2173



Eaton and Zidovska

(Fig. 3 D). Then, we fit I.(r) to a Gaussian function f(r) =
Ae~""/?Rs to determine the effective size of the 53BP1 focus,
the radius of which we termed Ry and defined as the half-
width of the Gaussian curve (red curve, Fig. 3 D). At the
same time, we fit Io(r) for 0.75 um from the DSB center
with a linear function f(r) = B + Sa7, the slope (S.;) of
which provides a measure of the change in chromatin
compaction as a function of the radial distance r from the
DSB (green line, Fig. 3 D). Finally, to compare the chro-
matin compaction at the DSB sites across different nuclei,
we normalize the H2B-GFP signal of every nucleus by its
mean H2B-GFP intensity. We then measure the chromatin
compaction at the DSB center described by the normalized
H2B-GFP intensity /.

Fig. 3 E shows the histograms of Ry, S|, and I, for both
DSB populations, the interior and periphery DSBs, at
different NCS concentrations. Across all samples (Npsp =
3504), we find an average size of 53BP1 focus Rg ~ 0.29
+ 0.06 um (mean = standard deviation), which is in an
excellent agreement with an earlier study (53). No correla-
tion was found between the 53BP1-mCherry expression
level and the measured size of a 53BP1 focus (Fig. S2).
Interestingly, we observe a slight decrease of the average
Ry with the increasing NCS concentration for the interior
DSBs (Table S1). Strikingly, we find that the mean S, value
is ~15-35% smaller for the periphery DSBs than for the
interior DSBs. This suggests that the chromatin at the pe-
riphery DSBs tends to be more compact than at the interior
DSBs.

Fig. 3 F provides a schematic illustration of Rg, I, and
Sre1: the green color presents chromatin, its height corre-
sponds to the H2B-GFP intensity, and a DSB is depicted
in red. The height of the peak is given by I, and its slope
by S..i- Note that the smaller the value of S, the steeper
the peak. As shown in the cartoon, an average DSB (red)
is located at a local peak of H2B-GFP intensity (green), sug-
gesting that chromatin has higher compaction at and around
the DSB. Moreover, considering the trends shown by the
ensemble averages obtained for Rg, S, and I, (Fig. 3 E),
our data reveal that the DSB focus size Ry for the interior
DSBs decreases with an increasing NCS concentration; in
other words, the more DSBs are present in the nucleus,
the smaller the DSB foci. In addition, the local compaction
as measured by S and I, (slope and height of the green
peak, respectively) slightly increases with the increasing
DSB number (NCS concentration). On average, we find
that the interior DSBs become smaller and the surrounding
chromatin more compact with an increasing NCS
concentration.

To examine the observed trends in chromatin compaction
at DSB sites, we compare them against the chromatin
compaction at random sites at the nuclear periphery and
interior in nuclei under physiological conditions (Fig. 4).
We measure I, for 18,948 random interior sites and 5952
random periphery sites over 83 nuclei and find that their
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FIGURE 4 Local chromatin compaction at DSBs versus random chro-
matin sites. (A) I distribution measured for random interior sites
(N = 18,948) over 83 control (undamaged) nuclei (gray) and for interior
DSBs (N = 2052) over 356 NCS-treated nuclei (purple solid line) is shown.
Note that the I, distribution for random sites is centered around I, = 1,
i.e., the mean intensity, whereas the I, distribution for the DSBs is shifted
toward I, > 1. About half of the I values for random sites (pink,
N = 9812) overlap with those of the DSBs (purple solid line). (B) S dis-
tribution for random sites (gray) and their subpopulation, whose I, values
overlap with those of the DSBs (pink from A), is shown. The S, distribution
for the DSBs is strongly shifted toward negative S, values (purple solid
line). This suggests that the higher chromatin compaction found at the
DSB sites is indeed specific to the damaged sites. (C) and (D) present the
same measurements for the periphery DSBs (N = 1452) and random sites
(N = 5952). To see this figure in color, go online.

1, distribution is centered around I, = 1, i.e., the mean in-
tensity (Fig. 4, A and C, gray), whereas the I, distributions
for 2052 interior DSBs and 1452 periphery DSBs over 359
nuclei are clearly shifted toward I, > 1 (Fig. 4, A and C,
purple line), suggesting higher local chromatin compaction
at DSBs. In fact, about half of the I, values for random inte-
rior sites (9812) and random periphery sites (3819) overlap
with those of DSBs (Fig. 4, A and C, pink). Moreover, when
we compare the S, distribution of these subpopulations of
random sites (Fig. 4, B and D, pink) with that of the DSBs
(Fig. 4, B and D, purple line), we find that S, distribution
of DSBs is clearly shifted toward negative S, values. The
Sre1 distribution for random sites (Fig. 4, B and D, gray) is
centered around zero. We confirm these observations for
all 53BP1 foci colocalizing with YH2AX (Fig. S3). This
suggests that the higher chromatin compaction found at
DSB sites is indeed specific to these damaged sites and
likely caused by local DNA repair.

Unique dynamics of DSBs

Next, we investigate how the DSB dynamics compares to
the dynamics of undamaged chromatin. Considering the
unique chromatin compaction profile at the DSB sites



(Fig. 4), undamaged chromatin sites of similar compaction
must be used. To perform such comparisons, we have
identified random chromatin sites in the H2B-GFP signal
of 83 undamaged (control) nuclei, both in their interior
(N = 9449) and periphery (N = 3001) (Fig. 5 A). Fig. 5 B
shows distributions of I, and S, for random interior and
periphery sites (gray) centered around 1 and 0, respectively.
In comparison, the cumulative distributions of I, and S
for all DSBs (purple lines) are shifted toward higher values
of 1., and lower values of S,.;. From the random periphery
and interior sites distributions (gray), we then select subpop-
ulations (orange) that possess the same I, and S, charac-
teristics as real DSBs (purple lines), which we term
“mock DSBs.” Overall, we detected 729 interior mock
DSBs and 276 periphery mock DSBs.

Remarkably, the high chromatin compaction of the
DSBs allows us to track the motion of the mock DSBs in
the H2B-GFP signal and perform the same analysis as
for the real DSBs. As shown in Fig. 5 C, the short-term
mobility As of the mock DSBs is higher than that of the
real DSBs for both interior and periphery. Conversely,
the subdiffusive exponent « and the long-term mobility
Ay are strongly reduced for the mock DSBs. The summary
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of the means and standard errors for A, «, and Ay distribu-
tions is provided in Table S3 and the list of the correspond-
ing p-values in Table S4. The average MSD curves for both
mock and real DSBs are displayed in Fig. 5 D (Fig. S4 A).
Moreover, when we evaluate A; as a function of 1, we find
the real DSBs to be much more mobile than the mock
DSBs (Fig. 5 E; Fig. S4 C). Our data show that DSBs
exhibit unique dynamics, which is unlike that of an undam-
aged chromatin site of the same compaction in a live
nucleus.

‘We hypothesize that the unique chromatin compaction, as
well as dynamics of DSBs, might be caused by DNA-repair-
related active processes conducted at DSB sites. To test this
hypothesis, we induced DSBs using 500 ng/mL NCS
and depleted ATP by blocking both the glycolysis and
oxidative phosphorylation using 2-deoxyglucose and tri-
fluoromethoxy-carbonylcyanide phenylhydrazone, respec-
tively (Fig. 5 A). Then, we carried out the analysis of the
DSB dynamics upon the ATP depletion. Our data show
that o and Ay of DSBs upon ATP depletion are reduced,
whereas A remains unchanged (Fig. 5 C). The average
MSD for DSBs upon ATP depletion is shown in Fig. 5 D.
Strikingly, the ATP depletion causes a strong reduction of
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FIGURE 5 Negative control for the DSB dynamics. (A) A control HeLa nucleus (fop row) and an NCS-treated (500 ng/mL) nucleus upon ATP deple-
tion (bottom row) are shown. 53BP1-mCherry (red) and H2B-GFP (green) signals visualize the DNA repair foci and chromatin, respectively. (B) Histo-
grams of I, and S, for random chromatin sites (gray) at periphery and interior of control nuclei are given. From these distributions, we extract a
subpopulation of random sites in undamaged nuclei, which has 7, and S, distributions comparable to the ones measured for real DSBs (solid purple
lines) in the interior and periphery (orange), respectively. (C) Distributions of Ay, «, and Ay, for DSBs measured at all 3 NCS concentrations (200, 500,
and 800 ng/mL), an NCS (500 ng/mL)-treated nuclei upon ATP depletion, and the mock DSBs identified in (B) are shown. (D) MSDs for all samples
from (C) are shown. MSD measured for DSBs in damaged cells fixed in formaldehyde (black line, Npsg = 152, Ncens = 42) and mock DSBs in un-
damaged (control) cells fixed in formaldehyde (gray line, Npsg = 165, Nces = 12) defines the noise floor for DSBs and mock DSBs, respectively.
(E) Relationship between I, and Ay, for interior DSBs from (C) is shown. Error bars for (D) and (E) are shown in Fig. S4. Scale bars, 5 um. To

see this figure in color, go online.
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DSB mobility, as illustrated by Ay as a function of I, (Fig. 5
E). Thus, our findings suggest that the unique dynamics of
DSBs is actively driven by ATP-consuming processes.
This is further corroborated by the fact that the mock
DSBs and the DSBs upon ATP depletion not only exhibit
similar «, but also, their Ay changes with I, in the same
fashion. These observations suggest that the unique DSB
dynamics may be driven by active DNA-repair-related pro-
cesses. Although it is known that ATPases participate on
DNA repair (63), it is not obvious that their mechanistic ac-
tion manifests as an effective translatory motion. Instead,
they could (and many of them actually do) just change the
local structure and organization of the chromatin fiber,
possibly causing chromatin concentration fluctuations.

DSB dynamics follows a universal behavior

In light of the unique structural and dynamical signatures
that we found for DSBs in live human cells (Figs. 4 and
5), we have reviewed the relationships between the
measured physical parameters (Rg, pg, AL, A, &, I, and
Sie) for all DSBs (N, = 2052, N,,,; = 1452 over 359
cells) acquired across the three studied NCS concentrations.
Their potential dependencies and/or correlations may pro-
vide insights into a general physical mechanism underlying
the unique DSB dynamics.

A close visual inspection reveals that Rg systematically
decreases with increasing pg, suggesting that S3BP1 foci

become smaller with their increasing number in the cell nu-
cleus (Fig. 6 A; Fig. S5 A). This finding applies to both the
interior and periphery DSBs. Furthermore, the mobility of
the interior DSBs monotonously decreases with increasing
Rg, whereas no change is observed for the periphery
DSBs (Fig. 6 B; Fig. S5 B). Next, we focus on the behavior
of the interior DSBs because we anticipate that additional
effects such as a possible chromatin tethering to the nuclear
envelope might need to be investigated to illuminate the dy-
namics of the periphery DSBs. Strikingly, when we visu-
alize simultaneously the dependencies of Ry, Ar, and pg
on each other by employing a three-variable heat map for
the interior DSBs (Fig. 6 C; Fig. S5 C), we find that the
DSB mobility strongly depends on the size and number of
DSB foci. Specifically, the red, yellow, green, and blue lines
indicate the areas in the phase diagram where Rg is constant,
with red corresponding to the largest and blue to the smallest
Rg. The diagonal position of these lines shows how large
DSB foci (Rg) occur in nuclei with fewer DSBs (pg) and
are less mobile (Ar), whereas small 53BP1 foci (Rg) are
more mobile (A;) and found in nuclei with higher numbers
of DSBs (pg). A similar review of the three-variable heat
map for Ay, S, and I, for the interior DSBs (Fig. S5,
D-FE) reveals that DSBs are less mobile (lower Ay ) at higher
relative compaction states (lower S,.) and at higher compac-
tion states (larger I.,).

Our mechanistic observations for the interior DSBs (Figs.
5 E, 6, A—C, and S5 D) suggest a universal relationship
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FIGURE 6 Universal behavior of the DSB dynamics. (A) Relationship between the DSB focus size (Rg) and nuclear DSB density (pp) for the trajectories
from all NCS experiments is shown, both in the interior and periphery. (B) Relationship between the long-term DSB mobility (A;)) and Rg for the trajectories
from all NCS experiments is shown, both in the interior and periphery. (C) R as a function of pg and Ay, for the interior DSBs across all NCS concentrations
(Fig. S5) is shown. Boxes with greater transparency present average over fewer DSBs. (D) A diagram illustrating the general relationship between DSB focus
size (Rg), DSB density (pg), local chromatin compaction (S, /ch), and DSB mobility Ay, is given. (a)—(f) illustrate different situations: in a nucleus with low
DSB density, smaller DSB foci located in a weakly compacted chromatin are most mobile (@), whereas larger DSB foci in a weakly compacted chromatin are
less mobile (b), and large DSB foci located in a more condensed chromatin are least mobile (c). In a nucleus with high DSB density, large DSB foci located in
a more compact chromatin have the lowest mobility (d), whereas small DSB foci in a more compact chromatin have a higher mobility (e), and small DSB foci
located in less compact chromatin are the most mobile (f). This diagram hints at a close relationship between the physical properties of a DSB and its sur-
rounding chromatin, both influencing DSB mobility. Error bars for (A) and (B) are shown in Fig. S5. To see this figure in color, go online.
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between the DSB focus size, DSB mobility, chromatin
compaction at a DSB site, and the number of DSBs inside
the cell nucleus. This relationship can be illustrated by a
phase diagram in Fig. 6 D. Specifically, at low DSB density,
small DSB foci exhibit high mobility, with chromatin only
weakly condensed around them (Fig. 6 D, a). If, at low
DSB density, the chromatin compaction or DSB focus
size increases, the mobility of the DSB decreases
(Fig. 6 D, b—c). At high DSB density, DSB foci are less mo-
bile if they are large and located in more compact
chromatin (Fig. 6 D, d) and more mobile if small and posi-
tioned in less compact chromatin (Fig. 6 D, e—f). Note that
the periphery DSBs do not follow this universal behavior
because their mobility seems to be much more restricted
in general.

The above-described universal relationship for DSB dy-
namics was determined by investigating structural and
dynamical signatures of DSBs at the 60 min mark upon their
induction by NCS. However, DSB behavior is expected to
vary with progress of their repair. To test the validity of
this universal relationship at other times during DSB repair,
we have performed additional experiments evaluating DSBs
and their dynamics at 10-100 min after their induction using
500 ng/mL NCS. We chose the initial time of 10 min
because earlier studies have shown that chromatin decon-
densation occurs at a DSB within 10-15 min from when
the DNA damage was induced, followed by a chromatin
condensation (64-66). The DNA repair process is antici-
pated to continue over 60—100 min (57,58). At longer times,
additional effects of cell cycle progression would need to be
decoupled. Fig. 7 A shows the average MSD curves for inte-
rior DSBs at 10-25, 25-50, 50-75, and 75-100 min after
their induction (green markers) and the data from Fig. 5
analyzed at the 60 min mark (purple line). We find that
MSD does not change during the first 100 min of DSB
repair. Moreover, we find that for the interior DSBs, Rp
as a function of pg (Fig. 7 B), Ap as a function of I,
(Fig. 7 C), and A as a function of Ry (Fig. 7 D) exhibit
the same type of dependencies at 10-25, 25-50, 50-75,
and 75-100 min after DSB induction (green markers) as
the data from Fig. 6 analyzed at the 60 min mark (purple
line). Error bars are shown in Fig. S6.

DISCUSSION

We investigate the dynamics of DNA DSBs in interphase
chromatin of human cells. We find that the DSB sites
possess a robust structural signature in a form of a unique
chromatin compaction profile. Moreover, our data show
that DSB motion is subdiffusive and ATP-dependent and ex-
hibits unique dynamical signatures, different from those of
undamaged chromatin. By systematically varying the DSB
number per nucleus and analyzing the size and motion of
each DSB focus as well as the compaction of the chromatin
at each DSB site, we identify a universal relationship be-
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FIGURE 7 DSB dynamics as a function of time upon DNA damage. (A)
Average MSD for the interior DSBs analyzed during 10-25 min (circles),
25-50 min (triangles), 50=75 min (squares), and 75—100 min (diamonds)
after NCS 500 ng/mL addition is shown. The purple line represents data
from Fig. 5 C collected at the 60 min mark. (B) Rg as a function of pp
for DSBs analyzed at different times is shown. (C) Ay, as a function of I,
for DSBs analyzed at different times is shown. (D) A as a function of
Ry for DSBs analyzed at different times is shown. Error bars for (A)—(D)
are shown in Fig. S6. To see this figure in color, go online.

tween the DSB focus size, DSB mobility, chromatin
compaction at a DSB site, and the number of DSBs inside
the cell nucleus, as illustrated by the phase diagram in
Fig. 6 D. Moreover, we find this universal relationship per-
sists for 10-100 min after the DSB induction.

Strikingly, based on the chromatin compaction, DSB
focus size, and DSB density, we can predict the mobility
of any DSB. This suggests that the physical properties of
a DSB, as well as of its immediate environment, have strong
influence on its mobility. Moreover, it hints that biological
processes occurring at a DSB (likely DNA-repair-related
processes (63)) are well-conserved across all DSBs. In other
words, the molecular mechanism of the local DSB repair
seems to be robust and likely deterministic, acting in the
same fashion at all DSBs. Thus, the observed variation in
DSB mobility might be explained by the physical resistance
that these processes (and forces involved in them) feel in
different local environments. Specifically, at an average
53BP1 focus size of Rg ~ 0.29 um, viscous forces from
the surrounding nucleoplasm dramatically impede the
DSB motion. In fact, the Reynolds number (Re) describing
the DSB motion is extremely low, Re = pvRg/,, ~ 10713,
with characteristic quantities density p ~ 10* kg m >, veloc-
ity v ~ 107 m s', and the nucleoplasm viscosity
finp ~ 10'-10° Pa s (39,40,42,67). A change in the DSB
focus size leads to an effective change of its hydrodynamic
radius and thus a different viscous friction, f, ~ pnpRg.
A smaller DSB focus thus experiences lower friction
than a larger one and can move through the nucleoplasm
faster than a larger particle with same forces applied to it.
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Indeed, this is not only consistent with our observations
(Fig. 6 D, a-b) but also with an earlier study showing that
large radiation-induced DSB foci are slower than the
smaller ones (68).

Furthermore, we find that DSB foci become smaller with
an increasing DSB density pg. Previous studies found that a
healthy nucleus contains a pool of free 53BP1 molecules,
which are “ready” for an immediate response in case a
DSB occurs (69). Taking this into account, if the available
53BP1 molecules respond to multiple DSBs at the same
time, the number of 53BP1 molecules per DSB decreases
with an increasing DSB number, leading to effectively
smaller and thus more mobile DSB foci. This is in agree-
ment with our experimental observations suggesting that
the DSB focus size is indeed limited by the presence of
the available 53BP1.

From the polymer physics perspective, a DSB is associ-
ated with the chromatin fiber, which effectively confines
the DSB motion. Equilibrium models of polymer dynamics
describe an ideal chain comprised of beads connected by
springs and account for different relaxation times (70,71).
Although the Rouse model, which neglects the excluded
volume and hydrodynamic interactions, predicts that the
monomer motion scales as MSD(f) ~ t”z, the Zimm model,
which accounts for both of these interactions, finds MSD(r)
~ *3. The Rouse model has been successfully used to
describe the yeast genome, both its physiological dynamics
(32-34) as well as the DSB motion (35). In contrast, the po-
wer law we observe for the MSD of human DSBs (MSD ~ t*
with o = 0.6-0.68) suggests that the hydrodynamic interac-
tion between the DSBs and the surrounding nucleoplasm
might indeed play a role. However, it could also be given
by the nonequilibrium nature of DSB motion, as demon-
strated by the ATP-dependence of the measured DSB dy-
namics. Moreover, the local viscoelastic properties of the
chromatin might also need to be considered, given an earlier
observation that the coherent chromatin motion becomes
eliminated upon the DSB induction, possibly preventing a
long-range distance communication of forces (12). To
compare the mobility of the human DSBs against the yeast
DSBs, we estimated the length of the constraint of the mo-
tion (Lc, used in (35)), which is roughly an equivalent to our

\/AL/7 (Fig. S7), and found that the yeast DSBs are ~2-3
times more mobile than the human DSBs. This is consistent
with the yeast genome being more dilute than the human
genome. In summary, a more complex nonequilibrium
description is required for the motion of human DSBs,
which is consistent with the increasing evidence that the
nonequilibrium nature, viscoelasticity, and hydrodynamic
interactions play important roles in chromatin dynamics
(12,13,39-46).

Our data show that DSB sites exhibit a distinct structural
signature of a unique local chromatin compaction profile,
different from that of the undamaged chromatin. This is in

2178 Biophysical Journal 118, 2168-2180, May 5, 2020

agreement with previous studies (64—66), which observed
a slow chromatin condensation around DSB sites. This local
condensation of chromatin could stem from the DNA dam-
age repair-related processes such as chromatin remodeling
and/or histone modifications (72,73). In fact, it could be sta-
bilized in heterochromatin-like fashion, considering recent
findings of HP1a/@ localization at DSBs (74,75), which
could reduce transcription while facilitating repair. It re-
mains unclear whether this structural feature of DSBs is a
part or a consequence of the repair.

Remarkably, we find DSB motion to be strongly influ-
enced by its position inside the cell nucleus. The DSBs
located at the nuclear periphery are significantly less mobile
than the ones in the nuclear interior. Interestingly, earlier
studies found that undamaged chromatin sites also exhibit
lower MSD at the nuclear periphery than those in the nuclear
interior (76,77). The lower mobility of the periphery DSBs
might be caused by the higher chromatin compaction of the
perinuclear heterochromatin. An increased chromatin
compaction could provide an additional resistance to DSB
motion, which we can estimate by evaluating the local Young
modulus E. Because E ~ &, where & is the number of cross-
links in the polymer network (chemical or topological)
(70), it is conceivable that at higher chromatin compaction,
there are more topological cross-links, and thus, E locally in-
creases. However, the reduced mobility of the periphery
DSBs could be also caused by a possible chromatin tethering
to the nuclear envelope or steric effects influencing the DNA
repair response in the proximity of the nuclear envelope.

In conclusion, our findings reveal that DSBs possess
unique structural and dynamical signatures that clearly
differ from the undamaged chromatin. This suggests that
the underlying biophysical mechanism of DNA repair is a
robust and likely a deterministic process, despite its
complexity involving different types of nuclear ATPases at
different stages of repair. Strikingly, the observed differ-
ences in DSB dynamics (i.e., dynamical signatures) can be
explained solely by the differences in their physical proper-
ties such as focus size and local chromatin environment (i.e.,
structural features). Such knowledge might allow for detec-
tion of the local DNA damage in live human cells. Under-
standing the DSB dynamics might not only help to
elucidate the molecular mechanisms of DNA repair but
might also have important biomedical implications.
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