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Purpose: Adductor spasmodic dysphonia (ADSD), the most
common form of spasmodic dysphonia, is a debilitating
voice disorder characterized by hyperactivity and muscle
spasms in the vocal folds during speech. Prior neuroimaging
studies have noted excessive brain activity during speech in
participants with ADSD compared to controls. Speech involves
an auditory feedback control mechanism that generates
motor commands aimed at eliminating disparities between
desired and actual auditory signals. Thus, excessive neural
activity in ADSD during speech may reflect, at least in part,
increased engagement of the auditory feedback control
mechanism as it attempts to correct vocal production errors
detected through audition.
Method: To test this possibility, functional magnetic resonance
imaging was used to identify differences between participants
with ADSD (n = 12) and age-matched controls (n = 12) in
(a) brain activity when producing speech under different
auditory feedback conditions and (b) resting-state functional
connectivity within the cortical network responsible for
vocalization.
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Results: As seen in prior studies, the ADSD group
had significantly higher activity than the control group
during speech with normal auditory feedback (compared
to a silent baseline task) in three left-hemisphere
cortical regions: ventral Rolandic (sensorimotor) cortex,
anterior planum temporale, and posterior superior
temporal gyrus/planum temporale. Importantly, this same
pattern of hyperactivity was also found when auditory
feedback control of speech was eliminated through
masking noise. Furthermore, the ADSD group had
significantly higher resting-state functional connectivity
between sensorimotor and auditory cortical regions within
the left hemisphere as well as between the left and right
hemispheres.
Conclusions: Together, our results indicate that
hyperactivation in the cortical speech network of individuals
with ADSD does not result from hyperactive auditory
feedback control mechanisms and rather is likely related to
impairments in somatosensory feedback control and/or
feedforward control mechanisms.
S pasmodic dysphonia is a neurological voice disorder
that is characterized by involuntary spasms of laryn-
geal muscles during speech production. The most

common form of spasmodic dysphonia, impacting 80%–90%
of people with the disorder, is the adductor type (adductor
spasmodic dysphonia [ADSD]) that is associated with
spasms in closing muscles of the vocal folds, resulting in
voice breaks (e.g., Ludlow, 2011; Schweinfurth et al.,
2002). Generally, individuals with ADSD have a strained
voice quality, and their voice is disrupted by intermittent
voice breaks. ADSD is a task-specific disorder with symp-
toms that manifest primarily during vowels at the begin-
ning or middle of words (e.g., Anyway, I’ll eat; Erickson,
2003; Ludlow, 2011; Roy et al., 2005; Schweinfurth et al.,
2002).

Although the pathophysiology of ADSD is not
known, past studies have provided compelling evidence
that the disorder is associated with abnormalities in sensori-
motor processes (Battistella et al., 2016, 2018; Simonyan
& Ludlow, 2010; Simonyan et al., 2008). Both structural
and functional neuroimaging studies have reported that
Disclosure: The authors have declared that no competing interests existed at the time
of publication.

020 • Copyright © 2020 American Speech-Language-Hearing Association 421

https://doi.org/10.1044/2019_JSLHR-19-00325


ADSD is associated with abnormalities in key brain regions
(cortical and subcortical) responsible for speech movement
production (Ali et al., 2006; Haslinger et al., 2005; Simonyan
& Ludlow, 2010). For example, functional neuroimaging
studies of speech production in people with ADSD have
reported hyperactivation in laryngeal and orofacial sensori-
motor cortex including ventral premotor and motor regions
as well as auditory and somatosensory cortices (Simonyan &
Ludlow, 2010). It should be noted that, in studies of spas-
modic dysphonia, the abnormalities in sensorimotor re-
gions are more commonly evident as hyperactivation (Ali
et al., 2006; Bianchi et al., 2017; Kirke et al., 2017; Kiyuna
et al., 2017; Simonyan & Ludlow, 2010, 2012), although
reduced activation in these regions has been reported (e.
g., Haslinger et al., 2005). These neural characteristics of
spasmodic dysphonia are broadly consistent with findings
of studies of other types of focal dystonias. For example,
studies of focal dystonia have reported abnormalities in the
primary sensorimotor cortices and also higher order motor
and associative cortical regions that resemble those of the
spasmodic dysphonia (Lehéricy et al., 2013; Zoons et al.,
2011). Furthermore, studies have reported abnormal func-
tional connectivity between sensorimotor regions in indi-
viduals with ADSD (Battistella et al., 2016, 2018; Simonyan
et al., 2013). Together, these studies suggest that ADSD is
more commonly associated with overactivation in audi-
tory, somatosensory, and motor regions that may interfere
with normal sensorimotor processes. However, it is un-
clear whether the overactivation in these regions is related
to malfunctioning auditory feedback, somatosensory feed-
back, or feedforward control mechanisms.

In this study, we specifically examined the contribu-
tion of auditory feedback control mechanisms to cortical
hyperactivity in individuals with ADSD compared to control
participants. Current models of speech production (Guenther,
2016; Hickok, 2012; Houde & Nagarajan, 2011) posit that
the brain uses a combination of auditory feedback, somato-
sensory feedback, and feedforward mechanisms to accurately
control the speech apparatus. For example, according to
the Directions Into Velocities of Articulators model, the
desired auditory output is compared to incoming auditory
feedback during speech, and mismatches between the de-
sired and actual auditory signals (e.g., formant frequencies,
pitch, voice quality) will result in “error signals” in auditory
cortex (Guenther, 2006, 2016; Tourville & Guenther, 2011).
These signals in turn may cause the auditory feedback con-
trol subsystem, which operates in parallel with feedforward
and somatosensory feedback control mechanisms, to gener-
ate motor commands that attempt to correct the perceived
errors. It is, thus, possible that increased brain activity in the
speech production network seen during speech in individuals
with ADSD is due, at least in part, to this auditory feed-
back control mechanism. We tested this possibility by mea-
suring brain activity in individuals with ADSD and matched
controls while speaking under normal and noise-masked
auditory feedback conditions. Specifically, we first used a
localizer task to find brain regions involved in voice pro-
duction and then examined between-group differences in
422 Journal of Speech, Language, and Hearing Research • Vol. 63 • 4
brain activity in the defined brain regions in two conditions:
normal speaking and noise-masked speaking. If auditory
feedback control mechanisms are responsible for excessive
activity found during speech in participants with ADSD,
then this excess activity compared to neurotypical controls
should be reduced or eliminated when auditory feedback is
masked with noise, given that noise masking will minimize
or eliminate the detection of impaired vocalization through
auditory feedback. In other words, we hypothesized that,
if hyperactivity in the individuals with ADSD compared
with neurotypical controls during normal speaking is due
to the detection and attempted correction of auditory errors,
then this between-group difference should be diminished
when auditory errors can no longer be detected in the noise-
masked condition. Alternatively, if a similar amount of
excessive activity is found in participants with ADSD com-
pared to controls for normal and noise-masked auditory
feedback conditions, auditory feedback control mechanisms
can be eliminated as a major source of excessive brain
activity in ADSD. In other words, a similar between-group
difference in normal speaking and noise-masked speaking
conditions would suggest that the hyperactivation in the
voice production network of individuals with ADSD does
not result from hyperactive auditory feedback control
mechanisms and rather is likely related to impairments
in somatosensory feedback control and/or feedforward
control mechanisms. In addition to investigating brain
activity during speech, given past reports of abnormal func-
tional connectivity in ADSD (Battistella et al., 2016, 2018;
Simonyan et al., 2013), we also measured resting-state
functional connectivity within the network of brain regions
responsible for voicing in order to further characterize
anomalies within the voice production network in ADSD.
Specifically, we hypothesized that brain regions with in-
creased activity during speaking in individuals with ADSD
may also have abnormal functional connectivity with other
regions in the voice production network.
Method
Participants

Participants were 12 patients with ADSD (seven
women; Mage = 54.17 years, SDage = 9.91) and 12 healthy
volunteers (seven women; Mage = 54.42 years, SDage =
9.17). All participants (a) were native speakers of
American English; (b) were right-handed according to
the 10-item version of the Edinburgh Handedness Inven-
tory (laterality score larger than +40; Oldfield, 1971);
(c) had no history of neurological, psychological, or com-
munication disorders (other than ADSD in the patient
group); and (d) had normal binaural hearing (pure-tone
threshold ≤ 25 dB HL at octave frequencies of 500–
4000 Hz). Participants with ADSD were diagnosed by an
experienced laryngologist. All patients were fully symp-
tomatic, and at least 3 months had passed since their
last botulinum toxin treatments (note that information
regarding head and neck dystonia, comorbidity, and
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medication was not available for all patients). The average
duration of ADSD since the diagnosis was 11.25 years
(range: 1–32 years). All participants were naïve to the
purpose of the study and provided written informed con-
sent prior to participation in the study. The institutional
review board of Boston University approved the proce-
dures of the study.
Procedure
The study consisted of two sessions. In the first

session, participants were interviewed to ensure their quali-
fications according to the abovementioned inclusion cri-
teria. In this session, the experimental tasks (see below for
the description of the tasks) were explained to participants,
and they were instructed to complete four runs of the ex-
periment (see below for details) to become familiar with
the experimental tasks. In the second session, participants
completed two behavioral experiments while lying down
inside a magnetic resonance imaging (MRI) scanner. In
both experiments, visual stimuli and instructions were pro-
jected onto a screen viewed from within the scanner via a
mirror attached to the head coil. Speech signals were
transduced and amplified by a fiberoptic microphone
(Fibersound Model FOM1-MR-30m) that was attached
to the head coil; the signals were then sent to a Lenovo
ThinkPad X61s, recorded (sampling rate = 16000 Hz), and
replayed to the subject with a negligible delay (~18 ms).
Auditory feedback was amplified (Behringer 802) and
delivered through MRI-compatible insert earphones
(Sensimetrics Model S-14). The feedback gain was cali-
brated prior to each experiment such that 70 dB SPL at
the microphone resulted in 75 dB SPL at the earphones.
In addition to a structural scan for image registration
and activity localization, participants performed two tasks
in the scanner: a localizer task and a sentence production
task.
1In addition to these three conditions, the experiment included another
condition in which fundamental frequency of speech was altered in
real time. Although this condition was modeled in the first-level analysis
of the single subject and the general linear models, it was dropped
from all group analyses, as no behavioral response to the feedback
perturbation was evident. It should be noted that the pattern of group
differences during this removed condition was very similar to those in
the normal feedback and noise-masked conditions.
Functional MRI Localizer Task
A simple voicing task was used to identify regions

involved in voice production using a continuous sampling
technique. The localizer task was not intended to elicit
symptoms in individuals with ADSD (participants with
ADSD were asymptomatic during this task). Participants
completed two runs of the localizer task. In each run, par-
ticipants completed 10 trials of a baseline condition (paced
breathing) and 10 trials of a voicing condition (paced
voicing). The order of trials was randomized within each
run. Each trial was preceded by a silent interval (1.5–2.5 s)
during which participants were visually instructed about
the upcoming task to be performed. Each trial lasted
approximately 12 s. In the baseline condition, participants
were instructed to inhale through their nose, keeping their
mouth closed, once every other second while watching a
crosshair on the screen. In the voicing condition, partici-
pants were instructed to “hum” in a monotone voice once
every second while watching a crosshair on the screen. A
D

contrast of “voicing–baseline” was used to identify voic-
ing-related regions in each participant.
Sentence Production Task
In this task, we examined activation of regions involved

in speech production with and without noise-masked audi-
tory feedback. Participants completed four runs of the
sentence production task. During this experiment, in com-
bination with behavioral speech data, we collected functional
imaging data using an event-triggered sparse sampling
technique. This allowed participants to receive auditory
feedback related to their production in the absence of scan-
ner noise (Hall et al., 1999). The experiment consisted of
three conditions1: “baseline,” “normal speaking,” and
“speaking under masking noise,” A sparse sampling scan-
ning protocol (described below) was utilized to eliminate
scanner noise while the participants were speaking. In each
run, participants completed 12 randomly distributed trials
of each condition (36 trials in each run). Each trial started
with a presentation of a visual stimulus (sentence or non-
linguistic symbols). The stimulus stayed on the screen for
3.5 s and disappeared afterward. Each trial lasted 8 s. In
the baseline condition, visual stimuli were nonlinguistic
symbols, and participants were instructed (prior to scan-
ning) to watch the screen without producing any move-
ments or sounds. In the normal speaking condition, visual
stimuli were sentences (“Anyway, I’ll eat”; “Anyway, I’ll
argue”; “Anyway, I’ll iron”). The sentences were purpose-
fully designed to elicit the symptoms of the adductor type
of spasmodic dysphonia (i.e., muscle spasms during vowels)
in the ADSD group (Ludlow, 2011). Participants overtly
produced the sentences while they received auditory feed-
back related to their production (through insert earphones).
Participants were instructed to read the sentences as soon
as they appeared on the screen and as consistently as pos-
sible so that they maintained their natural intonation pattern,
rhythm, and loudness throughout the study. In the “speak-
ing under masking noise” condition, participants overtly
produced the sentences while their auditory feedback was
masked by speech-modulated noise (5 dB SPL greater than
the participant’s speech output; see Procedure section). It
should be noted this procedure is different from the noise-
masking procedure used in previous studies (Christoffels et al.,
2011; Kleber et al., 2017). In previous studies, the masking
noise was applied throughout a production trial with a con-
stant intensity, whereas (a) we applied the masking noise
when the subject was producing speech and no noise was
applied when the participant was not producing speech, and
aliri et al.: Neuroimaging of Adductor Spasmodic Dysphonia 423



(b) the noise amplitude was modulated by the speech
envelope.
MRI Image Acquisition
MRI images were acquired using a Siemens Magnetom

Skyra 3T scanner equipped with a 32-channel phased array
head coil in a single imaging session at MGH/HST Martinos
Center for Biomedical Imaging. We collected four different
types of data: (a) high-resolution T1-weighted anatomical
scan, (b) sparse-sampled T2*-weighted functional scans,
(c) continuous-sampled T2*-weighted functional scans, and
(d) continuous-sampled T2*-weighted resting-state func-
tional scans.

Prior to functional runs, a whole-head, high-resolution
T1-weighted image was collected (magnetization prepared
rapid gradient echo sequence; repetition time (TR) = 2530 ms,
echo time (TE) = 1.69 ms, inversion time (TI) = 1100 ms,
flip angle = 7°, voxel resolution = 1.0 mm × 1.0 mm ×
1.0 mm, field of view (FOV) = 256 × 256, 176 sagittal slices).
During the localizer task, two functional runs were collected
using continuous-sampling technique (echo-planar imaging
[EPI]; 101 measurements; TR = 2.8 s, TE = 30 ms, flip
angle = 90°, voxel resolution = 3.0 mm × 3.0 mm × 3.0 mm,
FOV = 64 × 64, 46 transverse slices).

During the sentence production task, four functional
runs were collected using even-related sparse-sampled
T2*-weighted gradient EPI scans (TR = 8.0 s, acquisition
time (TA) = 2.5 s, delay = 5.5 s, TE = 30 ms, flip angle =
90°, voxel resolution = 3.0 mm × 3.0 mm × 3.0 mm, FOV =
64 × 64, 46 transverse slices). The functional images were
automatically registered to the anterior commissure–posterior
commissure (AC-PC) line, and the acquisition of the scans
was automatically triggered by the onset of the visual
stimuli. To ensure the stabilization of longitudinal magneti-
zation, one additional volume was collected prior to each
functional run.

Additionally, we collected one run of resting-state
functional data (~6 min). During this run, participants
were instructed to keep their eyes closed, relax, and move
as little as possible. We collected 315 functional images
using simultaneous multislice EPI (315 measurements; TR =
1.13 s, TE = 30 ms, flip angle = 60°, voxel resolution = 3.0
mm × 3.0 mm × 3.0 mm, FOV = 72 × 72, 51 transverse
slices, simultaneous multislice factor = 3).
Data Analyses
Acoustic Data Analysis and Severity Measure

Acoustic analyses were carried out using custom-
written scripts for Praat (Boersma, 2002) and MATLAB.
We used sentence productions of participants in the normal
speaking condition from the first session—four runs, with
12 sentences in each run. Under noise-masked speaking
conditions, speakers typically increase their speech intensi-
ties. To ensure that the two groups have similar patterns
of increase in intensity, we measured overall intensity of
each participant and compared the two groups using a
424 Journal of Speech, Language, and Hearing Research • Vol. 63 • 4
repeated-measures analysis of variance with condition
(normal speaking vs. noise-masked speaking) as the within-
subject variable and group as the between-group variable.
As expected, the main effect of condition was statistically
significant, F(1, 22) = 23.614, p < .001, with higher inten-
sity in the noise-masked condition in comparison with
the normal speaking condition. We did not find a statis-
tically significant effect of group, F(1, 22) = 0.14, p = .710,
or a Group × Condition interaction, F(1, 22) = 0.586, p =
.452, suggesting that the noise-masking condition similarly
influenced both groups.

A certified speech-language pathologist performed
subjective auditory–perceptual ratings on speech samples
from Session 1, rating the vocal attribute of overall severity
with an electronic version of the clinically available tool,
the Consensus Auditory-Perceptual Evaluation of Voice
(Kempster et al., 2009). For each participant, the percep-
tual rating was determined after listening to the partici-
pant’s first few speech samples. These chosen samples were
from the initial portion of the experimental session in order
to avoid any vocal changes that could have occurred due
to multiple repetitions of the target sentences. Auditory–
perceptual ratings were made by moving a slider along a
100-mm horizontal line, with nonlinearly spaced anchors
of “mildly deviant,” “moderately deviant,” and “severely
deviant” written beneath the horizontal line. The position
of the slider from the leftmost portion of the line was mea-
sured in millimeters. The scale ranged from 0 = normal
voice to 100 = extremely deviant voice (Kempster et al.,
2009). The severity score ranged from 14 to 91 (M = 43.7,
SD = 26.9) for the ADSD group and from 0 to 7.9 (M =
1.4, SD = 2.1) for the control group. It should be noted
that we did not perform interrater reliability, and this may
have influenced the robustness of the severity scores.
Task-Based Functional Imaging Analyses
Preprocessing

Preprocessing of the imaging data was conducted
using the Nipype neuroimaging software interface (Version
0.14.0; Gorgolewski et al., 2011), which provides a Python-
based interface to create pipelines by combining and using
algorithms from different neuroimaging software packages.
The analyses were conducted on a Linux-based, high
performance–computing cluster.

The high-resolution T1-weighted images were entered
into the FreeSurfer software package (Version 5.3; http://
surfer.nmr.mgh.harvard.edu; Dale et al., 1999) with default
parameters to perform skull stripping, image registration,
image segmentation, and cortical surface reconstruction.
The reconstructed surfaces for each individual were visually
inspected to ensure the accuracy and quality of the recon-
struction. Functional volumes were motion corrected and
coregistered to the individual’s anatomical volume (pre-
processed in FreeSurfer). Because functional volumes of
the localizer task were continuously sampled (as opposed
to sparse sampled), slice-time corrections were applied to the
functional time series of the localizer task. Additionally,
21–432 • February 2020
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functional volumes with (a) intensity higher than 3 SDs above
the individual’s mean intensity (calculated for each run sepa-
rately) or (b) motions greater than 1 mm were marked as out-
liers using Artifact Detection Tools (http://www.nitrc.org/
projects/artifact_detect). Outliers were entered into the first-
level design matrix as nuisance regressors (one column per
outlier). The motion-corrected and co-registered functional
time series were temporally high-pass filtered (128-s cutoff
frequency) and spatially smoothed on the cortical surface
with a Gaussian filter (6-mm full width at half maximum).

For each participant and each condition of interest
(in both sentence production and localizer tasks), a train of
impulses—representing stimulus events—was convolved
with a canonical hemodynamic response function to gener-
ate a simulated blood oxygen level–dependent (BOLD)
response. The first-level model was estimated using a
general linear model with (a) task regressors—simulated
BOLD responses in all three main conditions (baseline,
normal speaking, and speaking under masking noise)
and the condition that was dropped from the group analy-
sis (i.e., fundamental frequency manipulation), (b) motion
regressors (three translation and three rotation parameters),
and (c) nuisance regressors (outlier volumes identified
in preprocessing). For the localizer task, we calculated
one contrast based on the voicing condition (i.e., humming)
and the baseline condition (i.e., breathing) in this task. For
the sentence production, we calculated three contrasts based
on the normal speaking, speaking under masking noise,
and no-speaking baseline conditions in this task (i.e., nor-
mal speaking vs. baseline, speaking under masking noise
vs. baseline, and speaking under masking noise vs. normal
speaking). Note that each task (localizer and sentence pro-
duction) had its own baseline condition.

Functional Region-of-Interest Definition
To address the negative impact of interindividual

anatomical variability on sensitivity of results in group
analyses (Nieto-Castañón & Fedorenko, 2012), we conducted
two group-constrained subject-specific analyses (Fedorenko
et al., 2010; Julian et al., 2012). The goal of this analysis
was to determine a set of voice-sensitive regions of interest
(ROIs) using the preprocessed functional data in the locali-
zer task. For this purpose, cortical surfaces were extracted
from the normalized (to Montreal Neurological Institute
template) individual activation maps for the “voicing–
baseline” contrasts of all subjects across the two groups,
liberally thresholded (uncorrected p < .05); vertices with
p > .05 were assigned the value of 0 (i.e., inactive), and
those with p < .05 were assigned the value of 1 (i.e., active).
Note that activation maps are the change in the BOLD
signal in the voicing condition relative to the baseline
condition in the localizer task. The new thresholded activa-
tion map for all individuals were overlaid and averaged in
each vortex to create a probabilistic overlap map (each
vortex had a value in the range of 0–1). Each vertex of the
overlap map contained the percentage of subjects with
suprathreshold voicing-related activation in that vertex.
Then, a watershed algorithm (implemented in MATLAB;
D

for detailed descriptions of the watershed method, see
Nieto-Castañón & Fedorenko, 2012) was used to parcellate
the probabilistic overlap map into distinct ROIs. Cortical
ROIs that consisted of at least 300 vertices for at least
60% of all subjects (more than 14 subjects out of all
24 subjects) were considered the final cortical ROIs (Nieto-
Castañón & Fedorenko, 2012). This analysis resulted in
10 cortical ROIs (five in each hemisphere; see Figure 1). The
second analysis was a volume-based analysis, focusing on
subcortical activation. However, this analysis did not result
in significant subcortical ROIs and will not be discussed
further. It should be noted that the voicing–baseline contrast
(i.e., humming vs. breathing) detects ROIs that are involved
in voice production and processing and may not detect all
regions that are involved in speech production and processing.

ROI-to-ROI Resting-State Functional
Imaging Analyses

We used the CONN Functional Connectivity Tool-
box (v.17.f; https://www.nitrc.org/projects/conn; Whitfield-
Gabrieli & Nieto-Castañón, 2012) to perform spatial and
temporal preprocessing and to compute a functional corre-
lation matrix for each subject. Spatial preprocessing steps
included slice-timing correction (to correct for acquisition
time), realignment (to correct for interscan head motions),
structural–functional coregistration (using subject’s struc-
tural T1-weighted image and the mean functional image),
segmentation of functional and structural images (gray
matter, white matter, and cerebrospinal fluid), spatial
smoothing (6-mm full width at half maximum), and nor-
malization to the Montreal Neurological Institute coordi-
nate space. The CONN toolbox uses SPM12 (https://www.
fil.ion.ucl.ac.uk/spm) to perform all spatial preprocessing
steps. In addition, the Artifact Detection Toolbox (http://
www.nitrc. org/projects/artifact_detect/) was used to iden-
tify outlier functional volumes (displacement > 1 mm and
intensity z threshold > 3 SDs from the mean). To reduce the
impact of motion and physiological noise factors and to
improve the overall validity and robustness of results, several
temporal preprocessing steps were used. We used covariate
regression analysis to remove the effects of (a) 12 movement
parameters (six rigid-body movement parameters and
their first derivatives), (b) principal components of subject-
specific white matter and cerebrospinal fluid, and (c) outlier
volumes. Finally, we temporally filtered the time series
(0.008–0.15 Hz) and linearly detrended the time series.

We examined the resting-state data using ROI-to-
ROI functional connectivity analysis. For this purpose,
correlation matrices were computed by calculating Pearson
correlation coefficients between time series of pairs of the
functional ROIs calculated using the group-constrained
subject-specific analyses method (see Functional Region-
of-Interest Definition section). Prior to entering to group-
level statistical analyses, Fisher’s transformation was
applied to the bivariate correlation coefficients to improve
the normality assumptions (see below for statistical analyses
of ROI-to-ROI connectivity measures).
aliri et al.: Neuroimaging of Adductor Spasmodic Dysphonia 425
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Figure 1. Functional regions of interest derived from the voicing (humming) vs. baseline (breathing) contrast of the functional localizer task
plotted on inflated cortical surfaces. Upper left: left hemisphere lateral view. Upper right: right hemisphere lateral view. Lower left: left
hemisphere medial view. Lower right: right hemisphere medial view. Dark shaded areas indicate sulci. Lines indicate boundaries between
anatomical regions. The approximate anatomical locations of the left hemisphere regions of interest are as follows: L-mRC = mid-Rolandic
cortex; L-HG = lateral Heschl’s gyrus; L-vRC = ventral Rolandic cortex; L-aPT = anterior planum temporale; L-pSTG = posterior superior
temporal gyrus/planum temporale. The approximate anatomical locations of the right hemisphere regions of interest are as follows:
R-mRC = mid-Rolandic cortex; R-HG = Heschl’s gyrus; R-pSTG = posterior superior temporal gyrus/planum temporale; R-vRC = ventral
Rolandic cortex; R-SMA = supplementary motor area/pre-SMA.
Statistical Analysis
The cortical functional ROIs derived from the localizer

task (i.e., brain regions involved in voice production) were
used (a) to extract activation maps in each of the contrasts
in the sentence production task and (b) as seed ROIs to
study ROI-to-ROI functional connectivity based on the
resting-state data.

As a dependent measure for the sentence production
task, we calculated change in the BOLD signal for a given
contrast (normal speaking vs. baseline, noise-masked speak-
ing vs. baseline, and noise-masked speaking vs. normal
speaking) in all vertices within each of the 10 ROIs. Then,
we averaged the values across all vertices of each ROI to
estimate the overall change in the BOLD signal in each
ROI of a given contrast. For each contrast, we used a lin-
ear mixed-effects model implemented in the lme4 package
(Bates et al., 2015) with Group (ADSD and control) and ROI
(10 levels) as fixed factors and subject as a random factor
(random intercept). To determine statistical significance,
we used the lmerTest package (Kuznetsova et al., 2017)
with the Satterthwaite’s method for estimating degrees of
freedom. We used the emmeans package (Lenth, 2019) to
conduct post hoc between-group comparisons with the
false discovery rate (FDR) method of correction for multi-
ple comparisons. We used the Kenward-Roger method to
determine the degrees of freedom of the post hoc tests.
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Given that we were interested in between-group differences,
post hoc tests were limited to comparisons between groups
in different ROIs (i.e., different ROIs were not compared
together). These statistical analyses were conducted in R Ver-
sion 3.5.1 (R Core Team, 2018).

As mentioned above, the determined ROIs based
on the localizer task were used to perform ROI-to-
ROI functional connectivity on the resting-state data.
For this purpose, we examined the entire matrix of ROI-
to-ROI connections across all 10 ROIs. To correct for
multiple comparisons, we used the “FDR analysis-level
correction” (p < .05) option available in the CONN tool-
box (Whitfield-Gabrieli & Nieto-Castañón, 2012). In
this method, FDR multiple comparison correction was
applied across all individual functional connections
included in the analysis (there were N × (N − 1) / 2 con-
nections in the analysis of bivariate connectivity measures
among N = 10 ROIs). In other words, between-group dif-
ferences were examined after applying FDR correction
across the entire analysis (accounting for the number of
ROIs included in the analysis as seed and target ROIs).
To examine potential relationships between severity scores
of the ADSD group and neural measures (brain activation
in ROIs with significant between-group differences and
significant functional connectivity), we calculated Pearson
correlation coefficients using the R package Psych (Revelle,
2018).
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Results
Functional Localizer

Figure 1 shows the ROIs derived from the func-
tional localizer task (“voicing–baseline” contrast) using the
group-constrained watershed segmentation. A total of
10 ROIs, five in each cortical hemisphere, were identified.
The approximate anatomical locations of the left hemi-
sphere ROIs are (1) mid-Rolandic cortex (mRC), (2) lateral
Heschl’s gyrus, (3) ventral Rolandic cortex (vRC), (4) ante-
rior planum temporale (aPT), and (5) posterior superior
temporal gyrus/planum temporale (pSTG). Regions 1 and
3 are located within the primary sensorimotor cortex
(spanning primary motor and somatosensory regions in the
precentral and postcentral gyrus, respectively), whereas
Regions 2, 4, and 5 are in the auditory cortex. The approx-
imate anatomical locations of the right hemisphere ROIs
are (6) mRC, (7) Heschl’s gyrus, (8) pSTG, (9) vRC, and
(10) supplementary motor area/presupplementary motor
area.
Sentence Production
Examining the “normal speech versus baseline” con-

trast, we found a statistically significant main effect of
ROI, F(9, 216) = 8.903, p < .001; a significant Group ×
ROI interaction, F(9, 216) = 3.905, p < .001; and a non-
significant main effect of Group, F(1, 24) = 3.532, p = .072.
Similarly, examining the “noise-masked speech versus base-
line” contrast, we found a statistically significant main
effect of ROI, F(9, 216) = 10.595, p < .001; a significant
Group × ROI interaction, F(9, 216) = 3.928, p < .001; and
a nonsignificant main effect of Group, F(1, 24) = 3.289,
p = .083. Our analysis of the “noise–masked speech versus
normal speech” contrast resulted in a statistically significant
main effect of ROI, F(9, 216) = 5.165, p < .001; a nonsig-
nificant Group × ROI interaction, F(9, 216) = 1.119,
p = .351; and a nonsignificant main effect of Group, F(1, 24)
= 0.632, p = .434.

Given the hypotheses under investigation, we con-
ducted a series of post hoc tests with the focus on between-
group comparisons in different ROIs for contrasts with
statistically significant Group × ROI interaction. Note that
whether activation in one ROI was different from that in
another ROI was not the focus of this study, and therefore,
we did not perform post hoc tests to examine between-
ROI differences. As illustrated in Figure 2, for both the
“normal speech versus baseline” contrast and “noise-masked
speech versus baseline” contrast of the sentence production
functional MRI task (with a statistically significant Group
× ROI interaction), participants with ADSD showed
significantly greater activity than control participants
(p < .05, FDR-corrected across 10 ROIs) in three left
hemisphere regions: L-vRC, L-aPT, and L-pSTG. No right
hemisphere ROIs showed significant activity differences
in any of the speech conditions contrasted with baseline.
Overall, very similar activation patterns were observed
for both contrasts.
D

In our main analysis, all significant between-group
differences were in ROIs located in the left hemisphere.
Therefore, we conducted a post hoc analysis to examine
the group × hemisphere interaction. For this purpose, for
each contrast, data in all ROIs of each hemisphere were
collapsed and entered in a linear mixed-effects model with
group (ADSD and control) and hemisphere (right and left)
as fixed factors and subject as a random factor (random
intercept). Examining the “normal speech versus base-
line” contrast, we found a statistically significant main
effect of hemisphere, F(1, 216) = 9.766, p = .002, and a sig-
nificant Group × Hemisphere interaction, F(1, 216) = 14.660,
p < .001. Similarly, examining the “noise-masked speech
versus baseline” contrast, we found a statistically signi-
ficant main effect of hemisphere, F(1, 216) = 6.471, p =
.011, and a significant Group × Hemisphere interaction,
F(1, 216) = 9.346, p = .003. As shown in Figures 3A and
3B, these Group × Hemisphere interactions indicated that
the ADSD group had larger activity in the left hemi-
sphere relative to the right hemisphere (p < .05 FDR cor-
rected) and the left hemisphere activity of the control group
(p < .05 FDR corrected). Our analysis of the “noise-
masked speech versus normal speech” contrast did not
result in significant Group effect (p = .434), Hemisphere
effect (p = .325), or Group × Hemisphere interaction
(p = .190).

To examine potential relationships between severity
scores of the ADSD group and their brain activity, we con-
ducted Pearson correlation coefficients for two contrasts
that showed between-group differences. For the “normal
speech versus baseline” contrast, we found that the severity
scores did not correlate with brain activation in any of the
three ROIs in which the ADSD group had hyperactivation
relative to the control group (L-vRC: r = .310, p = .327;
L-aPT: r = .508, p = .092; L-pSTG: r = –.144, p = .654).
Similarly, the severity scores did not correlate with any of
the three ROIs of the “noise-masked speech versus base-
line” contrast (L-vRC: r = .112, p = .712; L-aPT: r = .110,
p = .734; L-pSTG: r = .465, p = .128).

Functional Connectivity
We used the ROIs defined based on the localizer

task to conduct ROI-to-ROI connectivity analysis. Blue
lines in Figure 4 indicate connections with significantly
higher (p < .05, FDR analysis-level FDR-corrected for the
number of ROIs included in the analysis as seed and target
ROIs) functional connectivity for the ADSD group com-
pared to the control group. ROI-to-ROI resting-state func-
tional connectivity was significantly stronger (p < .05, FDR
analysis-level FDR-corrected) for the ADSD group com-
pared to the control group between the following ROI pairs:
L-mRC and left Heschl’s gyrus, L-mRC and L-pSTG, L-vRC
and L-pSTG, L-mRC and right Heschl’s gyrus, and R-mRC
and L-pSTG.

To examine whether these higher ROI-to-ROI con-
nections (five significant ROI-to-ROI connections) in the
ADSD group are correlated with the single-rater subjective
aliri et al.: Neuroimaging of Adductor Spasmodic Dysphonia 427



Figure 2. Region of interest activity for the normal speaking (A) and noise-masked speaking (B) conditions contrasted with the baseline
condition in the sentence production functional magnetic resonance imaging task for participants with ADSD (magenta) and control participants
(blue). Significant group differences (p < .05, false discovery rate–corrected) are indicated by asterisks. See Figure 1 for region of interest
definitions. Error bars correspond to standard error. BOLD = blood oxygen level dependent; ADSD = adductor spasmodic dysphonia;
mRC = mid-Rolandic cortex; HG = Heschl’s gyrus; vRC = ventral Rolandic cortex; aPT = anterior planum temporale; pSTG = posterior superior
temporal gyrus; SMA = supplementary motor area.
measures of severity, we calculated Pearson correlation co-
efficients. Our analyses did not reveal any statistically sig-
nificant relationship between the ROI-to-ROI connectivity
and the severity score (p > .093 in all cases).

Discussion
Previous studies have reported hyperactivity in laryn-

geal and orofacial sensorimotor regions in people with
ADSD relative to healthy individuals (Ali et al., 2006; Hirano
et al., 2001; Kiyuna et al., 2014, 2017; Simonyan & Ludlow,
2010, 2012; but see Haslinger et al., 2005). For example,
Simonyan and Ludlow (2010) measured brain activation of
individuals with ADSD during a syllable production task
and reported hyperactivity in bilateral ventral primary
motor and somatosensory cortices, superior and medial
temporal gyri, parietal operculum, and several subcortical
regions. It should be noted that functional abnormalities in
laryngeal sensorimotor and auditory regions have been
observed during both symptomatic and nonsymptomatic
speech tasks (Bianchi et al., 2017; Simonyan & Ludlow,
2012; Simonyan et al., 2008). Together, these results have
428 Journal of Speech, Language, and Hearing Research • Vol. 63 • 4
led researchers to suggest that abnormal feedforward con-
trol mechanisms and/or somatosensory feedback control
mechanisms may underlie this excess activity and associ-
ated behavioral characteristics of ADSD (Ali et al., 2006;
Ludlow, 2011; Simonyan & Ludlow, 2010).

In the context of the Directions Into Velocities of Artic-
ulators model of speech production (e.g., Guenther, 2016),
as well as other current speech production models that
utilize a combination of auditory feedback control, somato-
sensory feedback control, and feedforward control mecha-
nisms (Hickok, 2012; Houde & Nagarajan, 2011), the
impaired voice quality evident in ADSD speech may trigger
auditory feedback control mechanisms in an attempt to
correct the aberrant voice signal. The involvement of audi-
tory feedback control mechanisms might thus contribute
to the hyperactivity seen in neuroimaging studies of ADSD
as well as the excess muscle activation characteristic of
the disorder. Here, we tested this hypothesis by imaging
speakers with ADSD and matched controls during the pro-
duction of speech in different auditory feedback conditions
that were designed to isolate contributions of auditory feed-
back control mechanisms.
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Figure 3. Motivated by our main analysis (see Figure 2), we
conducted a post hoc analysis to examine the Group × Hemisphere
interaction. Therefore, for each contrast, data in all regions of
interest of each hemisphere were collapsed. Overall, for both
contrasts (A: normal speech vs. baseline; B: noise-masked speech
vs. baseline), we found that the ADSD group had hyperactivation in
the left hemisphere relative to the right hemisphere. We also found
that the ADSD group had hyperactivation in the left hemisphere
relative to the control group (asterisk corresponds to p < .05 false
discovery rate–corrected; see Figure 1 for region of interest
definitions). Error bars correspond to standard error. BOLD = blood
oxygen level dependent; ADSD = adductor spasmodic dysphonia.
Consistent with previous studies of spasmodic dys-
phonia, we found that, under normal auditory feedback
conditions, individuals with ADSD had significantly higher
activity than control subjects during symptomatic sentence
production (compared to a silent baseline task) in three left
hemisphere cortical regions: ventral Rolandic (sensorimo-
tor) cortex, aPT, and pSTG. Interestingly, we did not find
significant hyperactivity in a more dorsal sensorimotor
cortical region that has been termed “laryngeal motor
cortex” (LMC; Brown et al., 2008; Simonyan & Horwitz,
2011), corresponding to Regions 1 (L-mRC) and 6 (R-mRC)
in the current study (see Figure 1). Like the current study,
a number of prior studies have reported distinct laryngeal
representations in ventral sensorimotor cortex (Guenther,
2016; Olthoff et al., 2008; Simonyan, 2014; Simonyan &
Horwitz, 2011; Terumitsu et al., 2006). The finding of
hyperactivity in the more ventral region in ADSD, rather
than the so-called LMC, speaks against the notion that
the LMC is the sole locus of vocal control during speech,
D

suggesting instead that both the dorsal and ventral regions
identified in the current study are heavily involved in vo-
calization. It should be noted that our results are also in
large agreement with results of studies of other types of fo-
cal dystonia that have reported increased activity in sensori-
motor cortices (Lehéricy et al., 2013; Zoons et al., 2011).

Critically, regarding the primary question of whether
auditory feedback control mechanisms contribute substan-
tially to left hemisphere cortical hyperactivity seen in ADSD
during speech, we found the same pattern of hyperactivity
in participants with ADSD compared to controls in the
noise-masked speech condition. Since participants could
not hear their vocal errors (if any) during noise-masked
speech, we can conclude that left hemisphere cortical hy-
peractivity in participants with ADSD is not caused by
corrective motor commands from the auditory feedback
control system in an attempt to correct vocal errors—the
hyperactivity persists even when participants with ADSD
cannot hear their (error-prone) vocal output. By eliminat-
ing auditory feedback control as a major contributor to
left hemisphere cortical hyperactivity in ADSD, this find-
ing lends further support to two alternative theoretical
views, namely, that ADSD arises from anomalies in the
feedforward control system and/or anomalies in the so-
matosensory feedback control subsystem. It should be
noted that we used a noise-masking procedure similar to our
previous study (Ballard et al., 2018) in which the masking
noise was applied when the subject was producing speech
and the noise amplitude was modulated by the speech en-
velope. Although one might think of masking noise as a
form of “auditory error,” it is important to note that the au-
ditory errors dealt with by the auditory feedback control
system for voice are errors in perceptually relevant acoustic
parameters such as pitch or harmonic-to-noise ratio—the
auditory feedback control system becomes less and less
engaged as auditory feedback becomes less “natural sound-
ing,” delayed, or less relevant (Daliri & Dittman, 2019;
Daliri & Max, 2018; Liu & Larson, 2007; MacDonald
et al., 2010; Max & Maffett, 2015; Mitsuya et al., 2017).
For example, Liu and Larson (2007) showed that vocal re-
sponses to large pitch shifts are smaller than those to
smaller pitch shifts, suggesting that the brain estimates the
relevance of auditory errors and responds less when audi-
tory errors are unnaturally large. Since key vocal parame-
ters such as pitch and voice quality cannot be detected
during noise masking, the auditory feedback control of
these parameters was essentially disabled.

In addition, we found that the ADSD group had
significantly higher resting-state functional connectivity
between sensorimotor and auditory cortical regions within
the left hemisphere as well as between the left and right
hemispheres. Prior studies have reported both abnormal
functional and abnormal structural connectivity between
sensorimotor regions in individuals with ADSD (Battistella
et al., 2016, 2018; Bianchi et al., 2017; Kiyuna et al., 2017;
Simonyan et al., 2008). Most relevant to this study, previ-
ous studies that have examined abnormalities in functional
connectivity of ADSD have reported both increased and
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Figure 4. ROI-to-ROI resting-state functional connectivity results. We used the ROIs defined based on the localizer task to conduct ROI-
to-ROI connectivity analysis. Blue lines indicate connections with significantly higher functional connectivity for the adductor spasmodic
dysphonia group compared to the control group ( p < .05, false discovery rate analysis level corrected for the number of ROIs included in the
analysis as seed and target ROIs). See Figure 1 for ROI definitions. ROI = region of interest; L = left; R = right; mRC = mid-Rolandic cortex;
vRC = ventral Rolandic cortex; pSTG = posterior superior temporal gyrus; HG = Heschl’s gyrus.
decreased functional connectivity in individuals with ADSD
relative to control participants (Battistella et al., 2016, 2017;
Kiyuna et al., 2017). Our results are consistent with results
of Kiyuna et al. who also used seed-based resting-state
functional connectivity and reported that ADSD is associ-
ated with increased functional connectivity in several
cortical and subcortical regions. Most notably, they found
increased functional connectivity between the motor cortex
(right precentral gyrus) and the auditory-associated cortices
(left middle and inferior temporal gyri), between the so-
matosensory cortex (left postcentral gyrus) and the frontal
lobe (right frontal pole), and between the left inferior oper-
culum and the right precentral and postcentral gyri. Over-
all, the increased functional connectivity between motor
areas and auditory areas found in the current study (and
previous studies) may arise due to chronic hyperactivation
of these areas simultaneously during speech, resulting in
Hebbian learning between the two areas. Alternatively, it
may reflect an increased influence of efference copy activity
from motor/premotor areas to auditory cortical areas as a
result of hyperactivity in the former. Both of these explana-
tions are consistent with either a somatosensory feedback
control impairment or a feedforward control impairment
as the cause of ADSD.

One aspect of our results that deserves a comment
is the lack of between-condition differences in any of the
ROIs. For example, previous studies have reported in-
creased brain activity (especially in auditory regions) in
noise-masking conditions relative to normal auditory
430 Journal of Speech, Language, and Hearing Research • Vol. 63 • 4
feedback in neurotypical participants (Christoffels et al.,
2011; Kleber et al., 2017). One potential explanation for
this discrepancy between our results and those of previous
studies is that we used specific ROIs that were related to
voice production (based on the localizer task). For exam-
ple, regions that would show between-condition differ-
ences may have been, at least partially, located outside the
voice production ROIs used in this study (therefore, our
analysis would not be able to detect them). It is possible that
a whole-brain analysis (as opposed to ROI-based analysis)
may have detected between-condition differences. Another
potential explanation is related to the nature of the mask-
ing noise itself. In previous studies that reported in-
creased brain activity when speech is masked by noise, the
noise masking was applied throughout a production trial
(Christoffels et al., 2011; Kleber et al., 2017). In contrast,
our procedure only provided masking noise when the sub-
ject was actually vocalizing (the noise amplitude was
modulated by the actual sound envelope produced by the
speaker). Therefore, it is possible that the procedures
(i.e., small but specific voice-related ROIs and speech-
modulated noise masking) that we used in our study may
have reduced the effects of noise masking. Given that the
focus of our analyses was on the voicing-related ROIs, it
is possible that there are potential group differences in re-
gions outside the voicing-related ROIs. Finally, it should
be noted that participants repeatedly read the sentences over
the course of the sentence production task. It is possible
that the repetitive nature of the task may have introduced
21–432 • February 2020



repetition effects that could potentially weaken brain
responses.

In summary, we examined whether auditory feed-
back control mechanisms contribute to previously reported
increased brain activity in the speech production network
of individuals with ADSD. We used functional MRI to
identify differences between participants with ADSD and
age-matched controls in (a) brain activity when producing
speech under different auditory feedback conditions and
(b) resting-state functional connectivity within the corti-
cal network responsible for vocalization. In the normal
speaking condition, individuals with ADSD had hyperacti-
vation compared to controls in three left hemisphere corti-
cal regions: ventral Rolandic (sensorimotor) cortex, aPT,
and pSTG. Importantly, the same pattern of hyperactivity
was evident in the noise-masked condition, in which on-
line auditory feedback control is eliminated. Addition-
ally, the ADSD group had significantly higher resting-state
functional connectivity between sensorimotor and auditory
cortical regions within the left hemisphere as well as be-
tween the left and right hemispheres. Together, our results
indicate that hyperactivity in the vocal production network
of individuals with ADSD does not result from hyperactive
auditory feedback control mechanisms and rather is likely
caused by impairments in somatosensory feedback control
and/or feedforward control mechanisms.
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