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Abstract

Background: Upstream public health indicators of poor mental health in the United States (U.S.) 

are currently measured by national telephone-based surveys; however, results are delayed by 1–2 

years, limiting real-time assessment of trends.

Aim: The aim of this study was to evaluate associations between conversational topics on Twitter 

from 2018 to 2019 and mental distress rates from 2017 to 2018 for the 50 U.S. states and capital.

Method: We used a novel lexicon, Empath, to examine conversational topics from aggregate 

social media messages from Twitter that correlated most strongly with official U.S. state-level 

rates of mental distress from the Behavioral Risk Factor Surveillance System.

Results: The ten lexical categories most positively correlated with rates of frequent mental 

distress at the state-level included categories about death, illness, or injury. Lexical categories most 

inversely correlated with mental distress included categories that serve as proxies for economic 

prosperity and industry. Using the prevalence of the 10 most positively and 10 most negatively 

correlated lexical categories to predict state-level rates of mental distress via a linear regression 

model on an independent sample of data yielded estimates that were moderately similar to actual 

rates (mean difference = 0.52%; Pearson correlation = 0.45, p < 0.001).

Conclusion: This work informs efforts to use social media to measure population-level trends in 

mental health.
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Introduction

Population-level indicators of mental health in the United States (U.S.) have exhibited 

worsening trends in recent years; rates of suicide have increased more than 30% from 1999 

to 2016 in half of states and rates of Emergency Department (ED) visits for non-fatal self-

harm have increased 42% from 2001 to 2016 nationally (Stone et al., 2018). However, 

examining only suicide and self-harm present an incomplete picture as many more 

Americans are at risk of suicide; for example, over 10 million individuals had serious 

thoughts of suicide in the past year (Substance Abuse and Mental Health Services 

Administration, 2018).

Unfortunately, timely indicators of mental health at the population-level that are upstream or 

antecedent of suicide and self-harm are not routinely measured. The National Survey on 

Drug Use and Health, administered by the Substance Abuse and Mental Health Services 

Administration (SAMHSA) tracks self-reported suicide ideation and major depressive 

episodes while the Centers for Disease Control and Prevention’s (CDC) Behavioral Risk 

Factor Surveillance System (BRFSS) tracks self-reported mental distress (Centers for 

Disease Control and Prevention, 2018; Substance Abuse and Mental Health Services 

Administration, 2018). However, survey data from both of these surveillance systems 

experiences up to a two year delay in publication, limiting utility for timely monitoring of 

national and state-level behavioral health trends, particularly in response to public health 

emergencies or rapidly emerging risks.

Use of Social Media for Mental Health Trend Monitoring

Consequently, there is considerable interest in the use of novel, emerging data sources and 

methodologies to provide real-time insights into trends in the public health burden of 

illnesses (Ayers et al., 2014; Brownstein et al., 2009; Sinnenberg et al., 2017). While the 

testing and development of such methodologies have been studied moreso for public health 

surveillance of infectious diseases and a limited number of chronic health conditions 

(McGough et al., 2017; Nagar et al., 2014; Nguyen et al., 2017; Park & Conway, 2018; Paul 

et al., 2014), some researchers have begun to examine the utility of social media data to 

estimate population-level mental health metrics or to study risk factors (De Choudhury et al., 

2013; Jashinsky et al., 2014; Ueda et al., 2017).

Though social media data is available in real-time and at a large scale, questions about the 

ideal methodologies to utilize such data for epidemiologic trend monitoring exist. To date, 

the available research on the use of social media data for assessing national or U.S. state-

level mental health indicators has explored two different methodologies. Jashinsky et al. 

(2014) used a researcher-curated list of terms related to suicide to filter the Twitter stream. 

The approach yielded a correlation coefficient of 0.53 when comparing U.S. state-level 

estimates of suicide derived from Twitter data with values from the National Vital Statistics 

System. Additionally, De Choudhury et al. (2013) have explored the utility of Twitter data in 

estimating population levels of depression. Using a machine learning algorithm trained on 

messages from depressed individuals, their research identified a 0.51 correlation between 

actual U.S. state-level depression rates from BRFSS and those predicted using Twitter data.
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Assessing Conversational Properties

One challenge to effectively using social media data for assessing public health trends is the 

need to extract messages of interest by determining the words, terms, and topics of interest 

in an automated fashion, balancing computational efficiency and accuracy with 

interpretability of results. As noted above, some authors have used expert-curated lists of 

terms to achieve this goal, while others have applied machine learning algorithms to 

recognize relevant patterns (De Choudhury et al., 2013; Jashinsky et al., 2014). Identifying 

social media messages that are useful for better understanding population-level mental 

health trends is particularly challenging given the multitude of expressions and considerable 

diversity in language which is used to express feelings of poor mental health.

In this research, we aimed to further explore and inform methodological strategies for the 

use of social media data for the monitoring of population level mental health trends by 

examining a novel lexicon generated from a machine learning procedure, as discussed 

further in the methodology section (Fast et al., 2016). A lexicon is a list of vocabulary 

related to specific items, topics, or themes and offers the benefit of allowing public health 

practitioners and researchers to straight-forwardly assess which words and topics are being 

most often discussed.

Our research questions and aims in this exploratory analysis are to (1) assess the utility of 

the novel Empath lexicon for real-time measurement of correlates of mental health at the 

U.S. state-level and (2) explore which conversational topics on social media most strongly 

correlate with traditional measures of poor mental health.

For the purposes of comparing results from the Empath lexicon to traditional data, we chose 

rates of past 30-day mental distress as our main outcome measure. Mental distress is the 

only mental health incidence measure assessed nationally with each wave of CDC’s BRFSS 

survey and represents a construct that is upstream of suicide, self-harm, and interpersonal 

violence and is under-explored in previous research.

Materials and Methods

Population and Data Sources

This exploratory study analyzed a sample of publicly-available Twitter messages from the 

U.S. over two years: 2018 and 2019. Data from 2018 were used first to identify topic 

categories likely associated with U.S. state-level mental distress rates (as described in further 

detail below). Data from 2018 were collected over an approximate five-month period 

(sampled from 23 February 2018 to 8 April 2018; and 21 September 2018 to 31 December 

2018). All messages available from the public 1% random sample of the Twitter feed were 

assessed, a total of 425,430,143 tweets. Retweets of original messages were excluded and 

tweets were geocoded to the U.S. state-level using Carmen, an open-source Python library 

developed by researchers at Johns Hopkins University and commonly used for such research 

(Chary et al., 2017; Dredze et al., 2013), yielding 29,477,365 messages that could be 

resolved to the U.S. state-level. In the second phase of the analysis, we validated the 

predictive ability of the categories identified in the first phase to make estimates of U.S. 

state-level mental distress rates. For this validation work, we used a new sample of public 
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Twitter messages which included all messages available from the public 1% sample of the 

Twitter feed from January 1st, 2019, through March 31st, 2019. This data was geocoded to 

the state-level using the above process, resulting in a total of 17,695,309 messages.

Outcome

Our population-level mental health outcome of interest in the U.S. was frequent mental 

distress, which is calculated for each of the 50 U.S. states and the capital (Washington D.C.), 

yielding 51 geographic entities for analysis. Poor mental health is measured through CDC’s 

Behavioral Risk Factor Surveillance Survey (BRFSS), a telephone-based, probability sample 

of U.S. adults which is conducted each year (Centers for Disease Control and Prevention, 

2018). Specifically, the BRFSS asks participants, “Now thinking about your mental health, 

which includes stress, depression, and problems with emotions, for how many days during 

the past 30 days was your mental health not good?” (Centers for Disease Control and 

Prevention, 2016). We classified frequent mental distress as having experienced poor mental 

health for ≥23 days in the past 30 days (e.g., approximately 75% or more days of the month) 

as this cutoff has been used in prior research and shown to most strongly correlate with 

physical health measures (Boyer et al., 2018). Thus, this cutoff represents a significantly 

severe disease state. We used 2017 BRFSS data to identify potential lexical categories of 

interest and used 2018 BRFSS data as a second independent sample to validate the ability of 

these lexical categories to infer U.S. state-level mental distress rates, Although the BRFSS 

data in our study lagged 1-year behind the Twitter data used, this is common in research 

with novel data sources due to the delay in reporting of traditional data sources (Nguyen et 

al., 2017).

Predictors

To explore conversational and topic predictors of frequent mental distress we utilized 

Empath, a tool recently developed by researchers at Stanford University that automatically 

generates lexical/topic categories and related words using word embeddings (Fast et al., 

2016). In summary, using a large volume of text data (nearly 2 billion words) and a neural 

network, the authors developed complex numerical representations of words, known as word 

embeddings. The approach to generate the word embeddings employed an algorithm 

recently published by researchers at Google, known as Word2Vec (Mikolov et al., 2013). In 

brief, each word was represented by a string of 150 unique numbers which defined the 

position (or coordinates) of the word in a 150-dimensional coordinate space. These 

embeddings allow for the accurate detection of related words by measuring the distance 

between words using calculations from linear algebra, in particular, measuring the cosine of 

the angle between any two words. In this approach, more semantically similar words will 

have a smaller angle between their coordinate positions. The authors of Empath used this 

approach to create and validate lexicons for 194 categories. Each category began with a 

small number of seed terms and then the constructed word embeddings were used to identify 

all words that fell within a prespecified proximity to those words (as measured by the cosine 

of the angle between words). Subsequently, all identified words for each of the 194 lexical 

categories underwent manual human review to validate the final list of words for each 

category. Lexical categories developed by Empath were validated against an older, 
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manually-developed lexicon known as Linguistic Inquiry and Word Count (LIWC) (Fast et 

al., 2016).

Statistical Analysis

We explored whether lexical categories generated by Empath would identify conversational 

topics and language associated with U.S. state-level mental distress rates. We first 

preprocessed all tweets in our dataset using standard natural language processing 

procedures, including converting text to lowercase, removing @-replies, removing 

hyperlinks, and removing emojis (emojis, while potentially valuable in some sentiment 

scoring algorithms, are not scored with Empath). The Empath algorithm, implemented in 

Python 3.6.3, then scores each tweet by counting the number of words in the tweet 

belonging to a given lexical category. For example, if a given tweet contained two words in 

the “suffering” lexical category, the tweet would receive a score of two for that category. 

Consequently, each tweet has a score for each of the 194 lexical categories that Empath 

contains. We then calculated the mean number of words in each lexical category for a given 

U.S. state by taking the average Empath generated score for each category among all tweets 

occurring in a state. Thus, resultant values for each state represent the average number of 

words for Twitter messages in a given state that fall into a certain lexical category.

To investigate topic categories, we used 2018 Twitter data to identify the 10 lexical 

categories with the highest positive Pearson correlation with actual U.S. state-level mental 

distress rates in 2017, as well as the 10 lexical categories with the strongest inverse 

correlation with 2017 state-level mental distress rates. As not all indicators of mental distress 

can be easily captured using a single conversational or topic construct, we then combined 

these 20 categories as predictor variables using a linear regression model with U.S. state-

level mental distress rates as the outcome. Next, to evaluate the predictive ability of these 

categories on a new sample of data, we applied stored parameter estimates from this linear 

regression to new 2019 Twitter data to predict U.S. state-level rates of mental distress. These 

predicted rates were then compared to actual rates from the most recent 2018 BRFSS data. 

We calculated the mean error of such predicted mental distress rates and the Pearson 

correlation of these predictions with actual results from BRFSS survey data. Statistical 

analysis was conducted in R version 3.4.3. Our examination of publicly available media was 

granted IRB exemption.

Results

The percentage of the population in each state experiencing frequent mental distress as 

calculated from BRFSS data is presented in Figure 1. In 2017, state-level percentages range 

from 4.5% of the population in Minnesota to 10.8% in West Virginia.

Overall, 29,477,365 Twitter messages from the 2018 sample could be resolved to the U.S. 

state-level. The three states with the highest number of messages were California, Texas, and 

New York, with 4,597,432, 2,703,536, and 2,630,215 messages, respectively. The three 

states with the lowest volume of messages were Wyoming, North Dakota, and Vermont, with 

18,900, 30,789, and 33,673 messages, respectively. 41 states had greater than 100,000 

messages. Table 1 shows the 10 lexical categories with the highest positive Pearson 
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correlation as well as the 10 lexical categories with the strongest inverse relationship with 

state mental distress levels and their associated correlation coefficients. Lexical topics 

positively associated with state-level mental distress levels include the categories of worship, 

masculine, death, weakness, divine, religion, sleep, swearing terms, injury, and envy. 

Categories negatively associated with state mental distress levels include the categories of 

negotiate, air travel, tourism, technology, payment, programming, independence, banking, 

reading, and gain. Pearson correlation coefficients for positively associated lexical categories 

range from 0.270 to 0.508. Pearson correlation coefficients for negatively associated lexical 

categories range from −0.504 to −0.654. A linear regression model fitting these 20 lexical 

categories as independent variables to the U.S. state-level mental distress rates as the 

dependent variable yielded an adjusted R2 of 0.71 with an F-statistic of 7.2 on 20 and 30 

degrees of freedom.

To more fully elucidate the concept of lexicons as generated by Empath and utilized in this 

research, Table 2 displays the lexical categories identified in this research and shows the 

number of words per topic category along with example words from each category.

For the most positively correlated category of “worship,” Mississippi had the most words per 

Tweet falling into the “worship” lexical category, with nearly 1.5 words (1.44) per 100 

messages being related to worship. This was almost twice as high as the amount of worship-

related words in the state with the lowest amount of such content, Vermont (0.840 worship 

related words per 100 messages).

Figure 2 displays the results of the validation of the lexical categories on an independent set 

of data. This is accomplished by using 2019 Twitter data to predict 2018 mental distress 

rates using stored model parameter estimates on the lexical categories from the linear 

regression as described above. Figure 2 displays a scatter plot of predicted levels of state 

mental distress levels from the linear regression with actual mental distress levels from 

BRFSS data. Each of the 50 states and the District of Columbia is labeled, allowing for 

assessment of deviation of predicted levels from actual levels. The mean difference between 

estimated and actual percentage of frequent mental distress was less than a percentage point 

(0.52%) and the Pearson correlation between predicted and actual mental distress levels was 

0.45 (p < 0.001).

Discussion

This exploratory research aimed to assess whether use of aggregate, publicly available social 

media data and a novel lexicon could potentially provide more real-time insight into 

population-level measures of mental distress as well as inform conversational topics 

associated with population-level mental distress. We found that the lexical categories most 

strongly associated with actual state-levels of mental distress were plausible and 

theoretically consistent with mental health problems. Application of these categories in 

predictive modeling to validate their usefulness in estimating state-level mental distress rates 

suggested moderate utility, comparable with previous studies.
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This research adds to the emerging body of literature which attempts to employ social media 

analysis for monitoring of population level trends of health indicators and behaviors. 

Although there has been limited research in the area of estimating state-level mental health 

indicators using social media, several researchers have explored methodologies for detecting 

messages related to poor mental health from a broad stream of general messages. These 

methodologies often include the use of a keyword or lexicon-based strategy alone or in 

combination with a machine learning algorithm. Procedures to generate the keyword list or 

train the machine learning algorithm have employed individuals as diverse as members of 

the lay public, patients, researchers, or medical clinicians (Burnap et al., 2015; De 

Choudhury et al., 2013; Jashinsky et al., 2014; O’Dea et al., 2015).

The current study contributes to this body of work by being the first paper to assess the 

utility of Stanford University’s Empath lexicon to population-level mental health 

measurement. Empath uses a novel procedure to develop their lexicon, based on word 

embeddings generated from an unsupervised machine learning procedure (Fast et al., 2016; 

Mikolov et al., 2013). We found that categories produced through this procedure help to 

identify groups of words associated with actual mental distress rates.

Indeed, the leading positively associated categories all can be grounded in our current 

understanding of mental health. Some categories, such as injury, weakness, envy, and death 

directly express adverse experiences and emotions associated with poor mental health and 

are related to constructs used in clinical mental health screening instruments (Kessler et al., 

2003). Categories such as worship, divine, and religion may be positively correlated with 

mental distress for multiple reasons; for example, some words in this lexicon, such as “pray” 

capture a need or request for help. It has been previously shown in the literature that 

religiosity often increases in times of adversity (Ironson et al., 2006; Kessler et al., 2006). 

Similarly, use of swearing terms may directly capture a response to adversity present in 

one’s life and also has been posited as a psychological response to reduce stress or pain 

(Vingerhoets et al., 2013). The positive correlation observed between masculine terms and 

mental distress is more challenging; however, constructs including harmful masculine roles 

and norms, such as stoicism and difficulties in seeking help, have been found to be 

associated with depression (Seidler et al., 2016). Other categories, such as “sleep”, may help 

to capture messages reflecting the diurnal sleep imbalance commonly associated with mental 

health problems (Gotlib et al., 1995).

Interestingly, the lexical categories most inversely associated with mental distress rates are 

also theoretically plausible. Categories such as gain, reading, banking, independence, 

programming, payment, technology, air travel, tourism, and negotiate capture messages 

reflective of commercial, economic, and intellectual activity. As job loss and unemployment 

have been linked with poor mental health, the social media based markers of economic 

activity that we detected may serve as useful proxy measurements for community-level 

mental wellbeing associated with greater economic health (Classen and Dunn, 2012; Faria et 

al., 2020).

Using these lexical categories to predict U.S. state-level mental distress rates yields a 

moderate correlation with actual mental distress rates, findings that are comparable with the 
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two prior studies that used Twitter data to assess a mental health outcome (De Choudhury et 

al., 2013; Jashinsky et al., 2014). While lexicon or keyword-based approaches are seemingly 

more basic than natural language processing approaches based on supervised machine 

learning algorithms, lexical approaches can help provide interpretability to results and can 

also inform the development of machine learning models. The wide variety of constructs 

present in the Empath lexicon may also help to capture a wide variety of emotions, 

situations, and topics associated with poor mental health, helping to improve its predictive 

ability. However, it is important to remember that any correlations detected do not represent 

causal associations.

Some important limitations of this research should be noted. First, this study focuses on the 

outcome of frequent mental distress. This outcome was selected as it is the only mental 

health measure captured by CDC’s BRFSS that assesses recent incidence of poor mental 

health. Furthermore, mental distress is “upstream” of previous outcomes that have been 

assessed, such as suicide fatalities and hospitalizations; such outcomes represent the most 

severe events and our goal was to detect disease states preceding suicide and suicide 

attempts to advance early prevention work. Nonetheless, mental distress represents a broad 

construct and examining the applicability of lexicons to more narrow mental health and 

suicide-related constructs is needed in future work. This however presents a more 

challenging task as accurately estimating suicide fatalities depends not just on a knowledge 

of underlying mental distress but access to lethal means, barriers to treatment or emergency 

care, and other factors (Arnaez et al., 2019; Miller et al., 2012). It may also be possible to 

model these contributors through novel data sources, but additional work is needed. 

Secondly, while we detected important correlations between certain lexical categories and 

actual mental distress rates, further research is needed to assess whether these relationships 

are consistent over time and to perform additional prospective validation of such an 

approach. It should also be noted that although the time points were offset one year between 

the outcome data and the social media data, this commonly occurs in comparable studies 

(Nguyen et al., 2017) because official data typically lags social media data sources. Third, 

this study assessed only one social media data source, Twitter. It is possible that use of 

additional social media data sources may further improve the accuracy of results. Similarly, 

a large body of literature exists on classic determinants of mental health, such as 

socioeconomic, environmental, and community-level factors; future research may consider 

using information on these factors from traditional data sources in combination with social 

media data as combining data from multiple sources may enhance the stability and accuracy 

of predictions (Lu et al., 2018). Fourth, it is important to acknowledge the limitations of 

social media data. Users of social media are not representative of the complete population 

and efforts to better weight social media data may yield improved results (Wood-Doughty et 

al., 2017). Nonetheless, the strong associations detected in this and other research offers 

evidence that such limitations do not preclude the utility of novel data sources. Finally, 

although our study examined a large and high-quality lexicon, it is useful to note that other 

lexicons exist, such as the LIWC; assessment of additional lexicons would be an additional 

meaningful methodological contribution. Nevertheless, the EMPATH lexicon includes more 

categories than the LIWC lexicon, which may aid in identifying more narrow constructs 

associated with mental health, and the EMPATH lexicon is based on quantitatively analyzing 
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large volumes of actual human language usage patterns through the word embedding 

procedures, which may further help in constructing useful lexical categories that are more 

challenging for human reviewers to assemble. It is also useful to note that predictive 

performance from any data source is also influenced by the type of modeling approach 

employed. Our work utilizes a generalized linear model for interpretability; however, testing 

of additional machine learning models may boost accuracy of predictions made from the 

underlying lexical data. Similarly, although we selected the 10 most positively and 10 most 

inversely associated categories to utilize in this initial exploratory study because this 

represented a straightforward and feasible number of categories to inspect and to employ in 

regression analysis; future prospective work with more years of data could validate the ideal 

number of categories to use.

In spite of these limitations, this exploratory research makes several practical contributions. 

First, it is the first to explore the potential utility of the novel Empath lexicon, generated 

from word embeddings, for measurement of indicators of population level mental health. 

Second, the finding on which topical categories are most associated with mental distress 

rates provide insights to researchers and health professionals on constructs that may be 

useful in measuring proxies for mental health in novel ways. Use of innovative data sources 

and associated analytical methodologies requires considerable additional research to 

determine their role in public health, but nonetheless they may ultimately have a role in 

complementing traditional public health surveillance systems and help practitioners with 

early identification of epidemiologic trends to assist with timely mobilization of suicide 

prevention efforts.
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Figure 1. 
Percent of population reporting frequent mental distress, United States, 2017. Frequent 

mental distress defined as having experienced poor mental health for ≥23 days in the past 30 

days, CDC’s Behavioral Risk Factor Surveillance Survey.
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Figure 2. 
Comparison of predicted rates of frequent mental distress from Twitter data and actual rates, 

by state. Y-axis displays estimated percent of population experiencing frequent mental 

distress as calculated from 2019 Twitter data. X-axis displays actual percent of population 

experiencing frequent mental distress as calculated from CDC’s 2018 Behavioral Risk 

Factor Surveillance Survey. South Dakota, Alabama, and Wyoming are not shown on this 

plot as predicted values were outliers likely due to small numbers.
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Table 1.

Lexical categories of Twitter messages with strongest positive and negative correlations with state-level mental 

distress rates.

Lexical category Pearson correlation coefficient

Worship 0.508*

Masculine 0.463*

Death 0.394*

Weakness 0.310

Divine 0.300

Religion 0.295

Sleep 0.294

Swearing terms 0.277

Injury 0.274

Envy 0.270

Gain −0.504*

Reading −0.507*

Banking −0.519*

Independence −0.521*

Programming −0.534*

Payment −0.536*

Technology −0.579*

Tourism −0.584*

Air travel −0.585*

Negotiate −0.654*

Results show the correlation between the mean number of words per social media message in a given state in a specific lexical category and actual 
state mental distress rates as calculated from CDC’s Behavioral Risk Factor Surveillance Survey.

*
p < 0.05 with Benjamini–Hochberg correction for multiple comparisons (Thissen et al., 2002).
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