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ABSTRACT: Using inspiration from biology, we can leverage multivalent
binding interactions to enhance weak, monovalent binding between molecules.
While most previous studies have focused on multivalent binders with uniform
binding sites, new synthetic polymers might find it desirable to have multiple
binding moieties along the chain. Here, we probe how patterning of
heterogeneous binding sites along a polymer chain controls the binding affinity
of a polymer using a reactive Brownian dynamics scheme. Unlike monovalent
binders that are pattern-agnostic, we find that divalent binding is dependent on
both the polymer pattern and binding target concentration. For dilute targets,
blocky polymers provide high local concentrations of high-affinity sites, but at
high target concentrations, competition for binding sites makes alternating polymers the strongest binders. Subsequently, we show
that random copolymers are robust to target concentration fluctuations. These results will assist in the rational design of multivalent
polymer therapeutics and materials.

■ INTRODUCTION
Multivalent polymers that bind to smaller targets are of interest
in both biological and physical applications. In biology,
multivalent interactions are used for a variety of reasons,
including enhancing weak monovalent binding or increasing
specificity of binding using a limited number of receptor and
ligand types.1 Multivalent binding is defined as when multiple
ligands on one species bind to multiple receptors on another
species simultaneously. This can create a much stronger
binding interaction than the sum of the corresponding
monovalent single receptor/ligand interactions. In chemistry
and materials science, multivalent polymers have been used to
bind to multivalent cross-linkers to modulate gel character-
istics.2 Similarly, membraneless organelles also depend on the
binding sequences of multivalent polymers to control gelation
and liquid−liquid phase separation.3,4 Furthermore, glycosyla-
tion of proteins in vivo often appears as a random process
leading to a random arrangement of binding sites, but
dysregulation of the sequence has been linked to neuro-
degenerative disorders.5 Understanding the role of sequence in
multimodal multivalent polymers and their influence on
aggregation is thus of great interest to biology.
Synthetic multivalent polymers have also shown promise in

binding to sugar-binding proteins called lectins.6,7 Sugar-
protein binding sites frequently create low-affinity bonds, so
multivalency can be essential to creating strong binding
interactions.8,9 Lectins are of special interest to us because
viruses and bacteria use lectins to bind to and subsequently
infect cells, and microbes can release toxic lectins such as
cholera or shiga toxin that cause diarrheal diseases.10,11

Building synthetic multivalent inhibitors of lectins is a

promising avenue for combating viruses, antibiotic-resistant
bacteria, and diarrheal diseases such as cholera,7,10−16 as shown
in Figure 1.
Previous theoretical studies of multivalent structures with

heterogeneous binding sites discussed the case of binding to a
much larger flat multivalent surface, such as Curk et al. who
assumed very flexible ligands and focused on how changing
overall receptor concentrations modulated binding of nano-
particles17 and Tito et al. who examined the case of multivalent
polymers binding to larger flat surfaces.18 While these studies
were well done, we wanted to investigate whether similar
results could be found for multivalent polymers binding to
much smaller targets such as folded proteins or nanoparticles.
Theoretical studies have shown that interacting with small
colloids can induce only a local conformational change in the
polymer,19 whereas copolymers binding to a surface can create
a strong conformational change, leading to a stretched or even
brushlike structure depending on other conditions.20,21 This
makes the scenario of binding to a much smaller target unique
from binding to a surface. Experimental studies on polymers
binding to multivalent proteins such as lectins have focused on
homopolymers with sites matched to a specific target
lectin.11,22−24 The ability to carefully control the glycopolymer
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sequence was developed recently, and so, comparatively few
experimental studies have examined the effect of binding site
sequence of heteropolymers on lectin binding.25 Zhang et al.
found some dependence of binding on copolymer sequence,
but the overall binding site concentration dominated the
results, muddling the effects of sequence on binding to DC-
SIGN.26

Here, we examine polymers with multiple binding site types
binding to globular protein targets such as a lectin. While
keeping the concentration of all binding site types constant, we
explore how changing the pattern of binding sites along the
chain affects binding. The study of copolymers as multivalent
binders is interesting because of their potential use for binding
to multiple targets, for example, targeting multiple lectins in
the galactose-binding family. The binding specificity of lectins
to complex glycans is an active field of research. While lectins
often target a particular monosaccharide or oligomeric sugar,
the binding affinity can change based on the linkage or
placement in a larger complex glycan ligand. For example,
some galactose-binding proteins can bind to both galactose
and N-acetylgalactosamine, and the mannose-binding lectin
concanavalin A binds to monomeric mannose, as well as
mannose connected to various complex glycans with
significantly different affinities.27,28 Therefore, it is reasonable
to assume that a binding site meant for one lectin might
interact with another lectin or conversely that a single lectin
might bind to two binding sites with different affinities. This
“cross-talk” could significantly affect the overall polymer
binding. Unintentional heterogeneity is also important to
investigate since imperfect grafting or other synthesis methods

can create random binding site copolymers, which could have a
significant effect on target binding.29 Additionally, in biological
polymers such as mucins, the regulation and sequence of
complex sugars are still not fully understood and might be
heterogeneous.30

Here, we show that multivalent binding affinities are very
different depending on polymer heterogeneity compared to
monovalent binding. The binding affinity of monovalent
targets to multivalent polymers is dependent on only the
number and affinity of the highest-affinity sites and not the
location. For multivalent targets, however, the results are more
interesting. In dilute target conditions, the strength of the bond
between the polymer and target is controlled by the highest-
affinity binding sites and the relative location between them.
“Blockier” or clustered high-affinity polymer binding sites
create stronger binding to dilute multivalent targets. Alter-
natively, when many multivalent targets interact with patterned
copolymers, the highest-affinity polymers have alternating
affinity binding sites, while “blocky” copolymers have the
lowest average binding to divalent targets. This results from
competition between targets for the same binding sites.
Furthermore, we find that random copolymers are more
robust to target concentration and perform mid-way between
blocky and alternating copolymers in all target concentrations.
We expect that these results will assist in the rational design of
multivalent polymer therapeutics and materials.

■ RESULTS AND DISCUSSION

To examine the effects of polymer binding site patterns, we
placed four polymers with a degree of polymerization of Np =

Figure 1. Multivalent polymers have shown promise as inhibitors for toxic lectins by preventing their attachment and subsequent infection to cells,
as shown in the right panel.

Figure 2. Schematic of the polymer patterns tested when exploring binding of a target (red) to homopolymers and copolymers (blues). The
periodicity p is labeled above each polymer pattern. Here, dark circles indicate high-affinity binding sites with ΔE0 = −6kBT, light circles represent
low-affinity binding sites with ΔE0 = −2kBT, and striped circles represent a medium binding affinity used only for the homopolymer comparison
with ΔE0 = −4kBT.
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16 beads in a cubic box with periodic boundaries. We chose a
polymer length of Np = 16 beads because a previous work
showed that the increasing polymer length leads to a plateau in
binding affinity after approximate lengths of Np = 13 beads.31

Using the same methods as our previous work on the topic and
detailed in Computational Methods, targets were represented
by single beads of the same size as a polymer bead.31 Target
beads were assigned one or multiple binding sites to represent
monovalent or multivalent binding scenarios, respectively.
Every polymer set was assigned a binding site pattern where

each polymer bead was given a single binding site with a
particular binding affinity ΔE0, as shown in Figure 2. The
binding site pattern parameter space is very large when we
consider binding site energy, arrangement, and fraction of sites
in the chain. Therefore, we have shrunk the parameter space to
a more tractable subset where we consider polymers with 50%
higher-affinity binding sites and 50% lower-affinity sites. We
believe that this case is still relevant to experimentalists who
may only have two ligand chemistries available or who plan to
target two proteins in the same family. We used polymers that
had various patterns of 50% high-affinity binding sites (ΔE0 =
−6kBT) and 50% low-affinity binding sites (ΔE0 = −2kBT),
corresponding to monomeric binding affinities of KD = 0.02
mM and KD = 0.8 mM, respectively. Additional dissociation
constant data for polymers with ΔE0 = 0kBT and ΔE0 = −6kBT
binding sites and with ΔE0 = −3kBT and ΔE0 = −5kBT binding
sites are included in the Supporting Information. In all cases,
we observe identical trends, and thus, we only present the (−2,
−6) scenario. To generate randomly patterned polymers, we
randomly selected half of the polymer bead indices and labeled
those as high-affinity sites (ΔE0 = −6kBT), and the remaining
half of the beads were labeled as low-affinity sites. This created
randomly patterned polymers while maintaining a 50:50 ratio
of high- and low-affinity sites. All of the four polymers in a
simulation were assigned the same binding site pattern. For
comparison, we also ran homogeneous polymers with uniform

binding sites with ΔE0 = −4kBT, corresponding to a
monovalent binding site affinity of KD = 0.1 mM. These
binding affinities were calculated by fitting the Langmuir
adsorption curve using the fraction of time bound (ϕ) of a
monovalent target binding at different monomeric inhibitor
concentrations. As detailed in the Supporting Information, we
can convert the unitless dissociation constant KD to molar by
estimating a size of each bead in nanometers. These binding
affinities capture relevant biological affinities of monovalent
binding between sugars and proteins, commonly on the order
of millimolar to micromolar.27,32

Throughout this work, we consider a target “bound” if one
or more of its binding sites are bound to the polymer and
“unbound” if the target has no bonds to the polymer. We
analyzed the average time interval the target spent bound, τB,
as we varied the binding site periodicity p while maintaining
the 50:50 high- and low-affinity bead ratio. For example, an
alternating high- and low-affinity polymer is considered to have
a periodicity p = 2, and a polymer with half high-affinity beads
and half low-affinity sites split down the center has p = 16, as
shown in Figure 2. Results for four polymer periodicities p = 2,
4, 8, and 16 with comparisons to a uniform binding site
polymer and randomly patterned polymers are discussed in
this work.

Dilute Target Case. First, we considered a dilute target
case where one target interacts in a box with four 16mer
polymers. Assuming a target protein size of 5 nm, this
corresponds to a target concentration of approximately 1.6
μM. Results for τB at this dilute target concentration are shown
in Figure 3A. For monovalent targets, τB is only affected by
individual affinities of sites and is pattern-agnostic. As shown in
orange circles in Figure 3A, τB is higher for polymers with 50%
ΔE0 = −6kBT affinity sites than the uniform polymer (shown
as an orange x in Figure 3A) with ΔE0 = −4kBT affinity sites.
By plotting the fraction of time each site on the polymer chain
is bound to a monovalent target in Figure S4A, we show that

Figure 3. Plot of the average time bound τB vs the periodicity of the polymer p. The binding dependence on polymer pattern is different for
divalent targets (blue) and monovalent targets (orange). Periodically patterned polymers are represented by connected circles, homopolymers are
represented as x’s, and random copolymers are represented by squares. Because the binding of 100 copolymer patterns was averaged, the standard
deviation of the τB across random polymer patterns is depicted as error bars. The effect of pattern is also dependent on the concentration of targets.
(A) At dilute target concentrations, target binding increases with copolymer periodicity, but (B) at higher target concentrations, low-periodicity
copolymers have higher τB. The sampling error for all data points is smaller than the symbol size.
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low-affinity polymer sites are rarely bound, regardless of
pattern periodicity. The design relationship for monovalent
targets is straightforward: the affinity but not the relative
position of sites controls the τB. Note that sites at the polymer
ends do experience slightly higher binding than the center
beads because polymer ends have less excluded volume from
neighbors, and so, more available volume from which targets
can bind. These end effects are relatively small contributors
and are found across all polymer patterns. With only one
binding site, monovalent targets can only sense the nonspecific
interactions of the polymer around them such as the Lennard-
Jones potential, so they cannot distinguish between binding
site patterns. Therefore, the binding of dilute monovalent
targets is pattern-agnostic and depends only on the strength
and number of high-affinity binding sites.
Next, we consider a single divalent target interacting with

uniform and patterned polymers. Unlike monovalent targets, τB
of divalent targets increases with p, as shown in Figure 3A. A
divalent target spends significantly more time bound to
polymers with clustered high-affinity binding sites than
polymers with distributed high-affinity sites. By examining
which polymer beads are bound in Figure 4B, we find that for
uniform polymers, beads in the center of the polymer are
bound more often because they have the highest local
concentration of binding site neighbors. Having the most
binding site neighbors provides the highest chances for the
target to create two simultaneous bonds.
From Figure 3A, we also see that on both the alternating

polymer (p = 2) and the blocky polymer (p = 16), the low-
affinity binding sites are almost never bound (although the
low-affinity sites on the p = 2 polymer are bound slightly more
often than those in p = 16). Comparatively, the high-affinity
sites on the blocky polymer are bound significantly more than
the high-affinity sites on the alternating polymer. This follows
directly from our observation that clustered sites create
increased opportunity for targets to become double-bound.

Blocky polymers have clustered high-affinity sites, so targets
can navigate to the high-affinity block and will most likely
become bound to two high-affinity sites, creating a strong
bond. In contrast, alternating high-affinity sites are less
occupied because for two sticky sites to be bound
simultaneously, a divalent target has to form an entropically
unfavorable loop. Targets prefer to bind to sites directly next to
each other on the polymer to limit the loop size and
corresponding polymer entropy loss, as previously demon-
strated in Zumbro et al.31 A similar entropic penalty of loop
formation has also been seen previously in the case of polymers
binding to surfaces.18 These loops make the alternating
polymer less sticky than the blocky polymer in the case of
dilute multivalent targets. While precise ligand design on the
order of the target size is not considered in this work, previous
research has shown that to minimize entropic cost, binding
sites should be spaced to exactly match the distance between
target sites.23,33 Therefore, when designing a polymer to bind
with high affinity for a dilute target, the designer should use a
blocky polymer whose binding sites are spaced the same
distance apart as on the target.

High Target Concentration Case. We continued our
exploration of the effect of polymer pattern by simulating the
same polymer patterns shown in Figure 2, interacting with 64
targets to capture the case where multiple targets compete for
binding sites. While previous theoretical investigation into
competition of patterned polymers was between the polymers
for the binding surface instead of between the targets for
binding to the polymer, competition has been shown to
significantly change the binding statistics.18 Therefore again,
we placed four 16mers in the box with our targets, so in this
scenario, the number of targets matches the number of binding
sites on the polymers. This higher concentration corresponds
to approximately 100 μM, assuming a 5 nm target diameter.
Creating target competition for binding sites allows us to ask
the following question: how does the pattern modulate

Figure 4. Frequency in which a polymer bead is bound throughout the simulation when (A) a single divalent target and (B) 64 divalent targets are
present for homopolymers (blue), alternating copolymers (red), and blocky copolymers (green). (A) For the patterned copolymers, low-affinity
binding sites are bound with almost the same frequency. However, the high-affinity binding sites on the blocky polymer are bound much more
frequently than the low-affinity binding sites on the alternating polymer. (B) For the patterned copolymers, attractive binding sites are bound with
almost the same frequency. However, the low-affinity binding sites on the blocky polymer are bound much less frequently than the low-affinity
binding sites on the alternating polymer. Error bars are smaller than the symbol size.
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multivalent binding when a target may not have access to the
highest-affinity sites? Competition for sites encourages faster
turnover in bound targets because neighboring targets can steal
polymer binding sites from each other. This faster turnover
leads the drastically shorter τB’s seen in Figure 3A,B. With
competition, monovalent target binding was qualitatively
unchanged. Monovalent targets were pattern-agnostic and,
on average, spent the highest τB on the patterned polymers
with −6kBT, as shown in Figure 3B. For divalent targets,
increased binding competition inverted τB’s dependence on
polymer binding site periodicity, as shown in Figure 3B.
When multiple targets interact with a single binding

polymer, a uniform polymer with medium-affinity binding
sites has the highest overall avidity. The next highest τB is to
the alternating high- and low-affinity polymers (p = 2), with
blockier polymers p = 4, 8, and 16 showing the shortest τB. By
investigating which polymer sites are bound in Figure 4B, we
find that the high-affinity sites on the alternating polymer are
now bound almost as often as the high-affinity sites on the
blocky polymer. In contrast, low-affinity sites on the alternating
polymer are significantly stickier than the low-affinity sites on
the blocky polymer. This is a result of restricted access to high-
affinity binding sites in blocky copolymers. When multiple
targets are present, high-affinity sites on the blocky polymer fill
up, and unbound targets are forced into the low-affinity region.
In the low-affinity half, targets are only able to bind two low-
affinity sites simultaneously, making relatively weak bonds. For
the alternating polymer, targets forced to bind to the low-
affinity sites are still in close proximity to high-affinity sites and
can do a better job sharing sites with their target neighbors by
binding to a high-affinity site and low-affinity site simulta-
neously. This sharing makes alternating polymers the highest
overall affinity of the patterned polymers for multivalent
targets.
Because there is a transition in the binding as the

concentration increases, there is some critical target concen-
tration where the polymer pattern should not matter, reflected
as when the target binding time is not dependent on the
polymer periodicity. Because competition between targets for
high-affinity sites is causing the transition, we expect that the
transition concentration should be approximately the concen-
tration at which competition starts. Whenever there are
multiple targets, there will be some competition for sites, but
we believe that this competition will start to dominate when
there are enough targets to bind to all high-affinity polymer
sites. This can be described quantitatively as when

= =C 16C
vt
HA

t
, where Ct is the concentration of targets, CHA

= 32 is the concentration of high-affinity binding sites, and vt is
the valency of the target, in this case, vt = 2. We expect the
critical concentration to be slightly above this because the
number of targets must exceed the available binding sites to
create competition.
To investigate this critical target concentration, we plotted

the dissociation constant KD from simulations with Ct between
1 and 96 in Figure 5. We calculated the dissociation constant
using = τ

τ
KD

UB

B
, where τUB is the average time interval spent

unbound. We consider a target unbound whenever both
binding sites are unbound. From these data, we can see that
the critical concentration occurred somewhere between Ct =
20 and Ct = 24. This is very close to our theoretical estimate of
16 targets as our critical concentration. The difference of 4 to 8

targets is most likely due to critical competition occurring only
when there is an additional target (above the full capacity) for
each of the four polymer chains. This difference in critical
target concentration could also be explained by considering
that, on blocky copolymers, there is a single low-affinity site
placed adjacent to a high-affinity site for each of the four
polymers. A target that is bound there could form relatively
favorable high- and low-affinity bonds, almost creating another
good binding site per chain. Either of these effects or a
combination of both could increase the critical concentration
slightly above Ct = 20. Following these results, we expect that
designers can perform our simple estimation that the
alternating polymer has higher affinity than the blocky polymer

when the target concentration exceeds =C C
vt
HA

t
.

Unknown Concentration. Because binding dependence
on the polymer pattern changes with target concentration, we
subsequently explored the use of a random copolymer
containing some blocky areas and some alternating areas. We
hypothesized that polymers with both high- and low-
periodicity binding sites would have binding behavior more
robust to fluctuations in the target concentration. We
examined simulations with randomly patterned binding sites.
To create random patterns while maintaining the 50:50 ratio of
high- to low-affinity sites, we randomly chose 50% of the beads
along the polymer chain to be high-affinity (−6kBT) sites, and
the rest were labeled as low-affinity (−2kBT) sites. We
averaged the performance of 100 of these different polymers,
with their standard deviation of performance denoted as error
bars in Figure 3A,B. As expected, we found that randomly
patterned copolymers resulted in τB between those of polymers
with p = 2 and p = 16 for both dilute and more concentrated
divalent target scenarios, as shown by the squares plotted at p
= 0 in Figure 3. The pattern continued to have a negligible
effect on the binding of monovalent targets. This suggests that
in an unknown or fluctuating target concentration, a polymer
with both blocky and alternating regions, such as a randomly

Figure 5. Dissociation constant KD versus periodicity of polymer
pattern for target concentrations from 1 to 96. We have marked the
concentrations below the critical target concentration where the
blocky polymer (p = 16) has a KD less than that of an alternating
polymer (p = 2) with an orange background. The values above the
critical target concentration where the alternating polymer has a lower
KD than the blocky polymer are labeled with a blue background.
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patterned multivalent polymer, may provide the broadest
binding capabilities.

■ CONCLUSIONS
We have examined how binding site patterns along the
polymer chain influence their average binding time to both
monovalent and multivalent targets. In this paper, we have
shown that for targets with a single binding site, the polymer is
only as sticky as its highest-affinity site. For targets with
multiple binding sites, the effects of the polymer binding site
pattern are more nuanced. In dilute target conditions,
polymers bind multivalent targets more tightly when high-
affinity sites are concentrated, so blocky copolymers are better
binders than alternating copolymers. Blocky polymers also
provide areas of high local concentration of high-affinity sites,
assisting divalent targets in forming two strong bonds. For
targets to bind two sticky sites on an alternating polymer, they
must form an entropically unfavorable loop with a low-affinity
bead, making these polymers worse binders. In crowded
environments the opposite result was found; when patterned
polymers bound to multiple competing targets, alternating
high- and low-affinity copolymers were bound the longest.
When many targets bind to the same polymer, blocky designs
with clusters of high-affinity sites performed the worst because
high-affinity sites filled up and leftover targets were excluded
from the high-affinity region. Alternating polymers were able to
share their high-affinity sites to improve the overall binding
performance. Consequently, our work suggests that the pattern
of multivalent polymers should be adjusted to their binding
target application.
If the target concentration is unknown, then our results

show that the most robust polymer pattern to bridge many
target concentrations is a polymer with both blocky and
alternating regions. While this could be achieved with a
carefully crafted blocky and alternating copolymer, here, we
showed an example of this concept with a random copolymer,
which had τB’s between those of alternating and blocky
copolymers in both target concentrations. Therefore, for
improved performance in fluctuating target concentrations, a
random copolymer or other design with blocky and alternating
regions may be the best choice for a polymeric inhibitor.
Understanding how patterns of multiple types of binding sites
on polymeric inhibitors affect the polymer’s binding behavior
to a single target type is an essential first step toward rational
design of polymers that display multiple moieties to fulfill
several simultaneous functions. The ability to tune a single
polymer design to bind to multiple types of targets means that
multivalent polymers could be used as “broad-spectrum”
inhibitors of microbial or viral infections. Finally, our results
clearly show that the effective interactions between multivalent
biopolymers/proteins are sequence-dependent and modifica-
tions to such sequences can lead to clear changes in binding
behavior. For example, in liquid−liquid phase separation, small
changes in sequence could lead to large repercussions in the
assembly and should be studied further.

■ COMPUTATIONAL METHODS
We applied Brownian dynamics to each bead governed by the
equation

ς
+ Δ = + − ∇ Δ + Δ

i
k
jjjj

y
{
zzzzr t t r t

U
t R D t( ) ( ) 2i i

(1)

where ri is the position of the bead at time t in the direction i =
x, y, or z, R is a random number drawn from a normal
distribution with a mean of 0 and a standard deviation of 1, ς is
the drag coefficient, and D = kBT/ς is the diffusion coefficient.
The forces each bead experiences due to interactions with the
surrounding polymer or target are captured in ∇U, where U is
a potential energy that combines contributions from
connectivity, excluded volume, and binding. These are added
together as U = Usp + ULJ + Ubind.
Connectivity along the polymer chain is controlled by

harmonic springs with the equation

∑κ= −
=

−

+U k T r a
2

( 2 )
i

N

i isp B
1

1

1,
2

p

(2)

where rij is the distance between polymer beads, Np is the
degree of polymerization of the polymer, a is the radius of a
simulation bead, and κ was chosen to be

a
50

2 , a value sufficiently

large enough to prevent the polymer from stretching apart
under normal Brownian forces.
A generic Lennard-Jones potential was applied to control the

excluded volume and implicit solvation according to
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where i and j represent two different bead indices and the value
of ϵ can be adjusted to control the solvent quality and
nonspecific interactions between beads. Here, we could
substitute a screened electrostatic potential but do not expect
this to qualitatively change our results. Across the simulations
in this work, we have chosen ϵ =PP

5
12

to mimic polymer

configurations in a theta solvent.34 We used polymer−target
potential ϵ =PT

1
12

and target−target potential ϵ =TT
1

12
to

mimic a good solvent, as summarized in Table 1. We chose

theta solvent because we previously demonstrated that
polymer loops are easiest to form when the polymer is in
the smallest size because the entropic penalty of forming a loop
is the lowest.31 Since having a more collapsed polymer creates
a higher local concentration of binding sites, a target within
reach of the polymer should find more accessible binding sites
on a collapsed chain as opposed to a swollen chain. Therefore,
the overall pattern should matter less for a collapsed chain, and
we have therefore used theta solvent as our limiting case. We
expect that using a better solvent would further restrict the
binding sites available to a target and magnify the effects of
local pattern on binding.
Our third type of interaction is a reactive lock and key bond,

which represents our specific, valence-limited binding inter-
action. To simulate this reactive binding, harmonic springs
were turned on and off between the polymer beads and the
targets to dynamically represent bonded and unbonded states.

Table 1. ϵ Values for Polymer−Polymer (PP), Polymer−
Target (PT), and Target−Target (TT) Bead Lennard-Jones
Interactions

ϵPP ϵPT ϵTT

5/12 1/12 1/12
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This was implemented using the prefactor Ω(i, j) multiplied by
a harmonic potential as follows

∑ ∑κ= Ω −
= =

U k T i j r a
2

( , )( 2 )
i

M

j

nN

ijbind B
1 1

2
p

(4)

where M is the total number of target binding sites in the
simulation, and n is the number of polymer chains. Ω(i, j) = 1
when the ith binding site on the target is bound to the jth bead
of the inhibitor, and Ω(i, j) = 0 when the target binding site or
inhibitor bead is unbound. To control the probability of
binding and unbinding, we use a piecewise function based on
the energy barriers for the binding reaction from Sing and
Alexander-Katz.35
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Here, Ξ is a random number between 0 and 1, ΔEB is the
energy barrier to bind normalized by kBT, and ΔEUB is the
energy barrier to unbind normalized by kBT, as depicted in the
bottom left of Figure 2 and Figure S2.35 Without loss of
generality, these energies are considered to be always positive,
and the kinetics of binding are held constant by keeping ΔEB at

k T1
2 B so that binding is an accessibly frequent event. Increasing

or decreasing the energy barrier will respectively slow or
accelerate the kinetics of binding and unbinding equally but
not change the system’s thermodynamics. The thermodynamic
drive of binding is controlled by varying ΔE0 = ΔEB − ΔEUB.
Binding becomes more favorable as ΔE0 is made more and
more negative. This method is based directly on those of Sing
et al. as well as others and is equivalent to the method found in
the prepackaged ReaDDy software.35−39 Researchers studying
vitrimers have extended this approach to include the additional
effect of bond exchange,40−42 but in the case of ligand−
receptor interactions in proteins, such additional possibilities
do not apply. This is because the protein is much larger than
the size of the binding site, which makes the binding very local
and size exclusion prevents the swapping of bonds. Binding
reactions are evaluated every time interval τ0 = 100Δt, where
Δt is the length of one timestep and t is the current time. The
reaction radius rrxn = 1.1 is equal to the distance between two
bead centers if their surfaces were touching plus 0.1. Choosing
0.1 < (6Dτ0)

1/2 gives time for a target that unbinds to diffuse
out of the polymer radius of influence in τ0 and makes binding
events independent.35 We have applied the constraint in
which, at any time, an inhibitor bead can only bind to one
target binding site (∑jΩ(i, j, t) ≤ 1) and a target site can only
be bound to one inhibitor bead (∑iΩ(i, j, t) ≤ 1). Competing
reactions are sampled randomly. Note that we do not include
the effect of forces in the breaking of the bonds; this is due to
the fact that for forces on the order of kBT/a, this effect is
negligible if the characteristic bond length is less than 1 nm.
For reference, discussion of the subject is given in ref 43.

The potentials are applied over the timestep Δ = Δ ̃πηt ta
k T

6 3

B
,

where πηa
k T

6 3

B
is the characteristic monomer diffusion time or the

time that it takes a bead to diffuse out of its radius a, and the
dimensionless timestep is Δt ̃ = 10−4. These equations are all
made dimensionless by scaling energies by thermal energy kBT,
lengths by bead radius a, and times by the characteristic

diffusion time πηa
k T

6 3

B
.
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