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a b s t r a c t 

The World Health Organization (WHO) declared novel coronavirus 2019 (COVID-19), an infectious epi- 

demic caused by SARS-CoV-2, as Pandemic in March 2020. It has affected more than 40 million people 

in 216 countries. Almost in all the affected countries, the number of infected and deceased patients has 

been enhancing at a distressing rate. As the early prediction can reduce the spread of the virus, it is 

highly desirable to have intelligent prediction and diagnosis tools. The inculcation of efficient forecasting 

and prediction models may assist the government in implementing better design strategies to prevent 

the spread of virus. In this paper, a state-of-the-art analysis of the ongoing machine learning (ML) and 

deep learning (DL) methods in the diagnosis and prediction of COVID-19 has been done. Moreover, a 

comparative analysis on the impact of machine learning and other competitive approaches like math- 

ematical and statistical models on COVID-19 problem has been conducted. In this study, some factors 

such as type of methods(machine learning, deep learning, statistical & mathematical) and the impact of 

COVID research on the nature of data used for the forecasting and prediction of pandemic using com- 

puting approaches has been presented. Finally some important research directions for further research 

on COVID-19 are highlighted which may facilitate the researchers and technocrats to develop competent 

intelligent models for the prediction and forecasting of COVID-19 real time data. 

© 2020 Elsevier Ltd. All rights reserved. 
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. Introduction 

Throughout history, several infectious diseases have alleged the

ives of many people and induced critical situations that have

aken a long time to overcome the situation. The terms epidemic

nd pandemic have been used to describe the disease that emerges

ver a definite period of time [1] . During a particular course of

ime, the existence of more cases of illness or other health situa-

ions than normal in a given area is defined as epidemics [2] . On

he other hand, pandemics are outbreaks of the infectious disease

hat can enormously increase the morbidity and mortality over a

ast geographical area. Due to the factors such as raise of world-

ide travel, urbanization, changes in usage of land and misusing

f the natural environment, the occurrence of the pandemics has

ncreased from the past century [3] . In the past, the outbreak of

mallpox has killed of nearly 500 million world population in the

ast 100 years of its survival [4] . Due to the outbreak of Span-
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sh influenza in 1918, an estimate of 17 to 100 million deaths oc-

urred [5] . From the last 20 years several pandemics have been re-

orted such as acute respiratory syndrome coronavirus (SARS-CoV)

n 2002 to 2003, H1N1 influenza in 2009 and the Middle East res-

iratory syndrome coronavirus (MERS-CoV) in 2015. Since Decem-

er 2019 the novel outbreak of coronavirus has infected more than

housand and killed above hundreds of individuals within the first

ew days in Wuhan City of Hubei Province in South China. In the

1 st century, the pandemics such as SARS-CoV has infected 8096

ndividuals causing 774 deaths and MERS-CoV has infected 2494

ndividuals causing 858 deaths. While the SARS-CoV-2 has infected

ore than 3.48 million individuals causing 2,48,144 deaths across

13 countries as on May 3, 2020. These evidential facts state that,

he transmission ratio of SARS-CoV-2 is greater than other pan-

emics. A list of some dangerous pandemics happened over time

s listed in Table 1 . 

Due to the rapid increase of patients at the time of outbreak,

t becomes extremely hard for the radiologist to complete the di-

gnostic process within constrained accessible time [6] . The analy-

is of medical images such as X-rays, Computer tomography and

canners plays a crucial role to overcome the limitations of di-
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Table 1 

List of Pandemics over time. 

Name Time period Death toll 

Antonine Plague 165-180 5M 

Japanese smallpox epidemic 735-737 1M 

Prague of Justinian 541-542 30-50M 

Black death 1347-1351 200M 

New World Smallpox Outbreak 1520-onwards 56M 

Great Plague of London 1665 100 000 

Italian plague 1629-1631 1M 

Cholera Pandemics 1-6 1817-1923 1M + 

Third Plague 1985 12M (China and India) 

Yellow Fever Late 1800s 100 000-150 000 (US) 

Russian Flu 1889-1890 1M 

Spanish Flu 1918-1919 40-50M 

Asian Flu 1957-1958 1.1M 

Hong Kong Flu 1968-1970 1M 

HIV/AIDS 1981-Present 25-35M 

Swine Flu 2009-2010 200,000 

SARS 2002-2003 770 

Ebola 2014-2016 11,000 

MERS 2015-Present 850 

COVID-19 2019-Present 3.48 Million as on May 3, 2020 
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agnostic process within constrained accessible time. Now-a-days,

machine learning and deep learning techniques helps the physi-

cians in the accurate prediction of imaging modalities in pneumo-

nia. ML is a wing of artificial intelligence that has the ability to

acquire relationships from the data without defining them a pri-

ori [7] . Due to the availability of large number of intelligent tools

for the analysis, collection and storage of large volume of data,

machine learning techniques have been extensively utilized in the

clinical diagnosis. Machine learning approaches can be efficiently

used in applications of healthcare such as disease identification,

diagnosis of disease, discovery and manufacturing of drug, analy-

sis of medical images, collection of crowd sourced data, research

and clinical trials, management of smart health records, predic-

tion of outbreak etc. Some recent studies show the usage of ma-

chine learning techniques in the time series forecasting of Ebola

outbreak [8] . In order to select the better performing classifier for

forecasting Ebola casualties, experiments were conducted on ten

different classifiers. Further, results demonstrate that the proposed

model achieves 90.95 % accuracy, 5.39 % MAE and 42.41 % RMSE

value. Even though machine learning approaches have rapidly used

in the diagnosis of outbreaks, these approaches still have some

limitations such as complete utilization of biomedical data, tem-

poral dependency, owing to high-dimensionality, sparsity, hetero-

geneity and irregularity [9–11] . On the other hand, due to the deep

architectural design, the deep learning models are the best accu-

rate models for handling medical datasets such as classification of

brain abnormalities, classification of different types of cancer, clas-

sification of pathogenic bacteria and segmentation of biomedical

images [12–16] . Several studies show that DL models are adopted

in the diagnosis and classification of pneumonia and other diseases

on radiography. A deep learning model build on Mask-RCNN has

been utilized for the detection and localization of pneumonia in

chest X-ray images [17] . In order to perform pixel-wise segmenta-

tion, the model makes use of global and local features. The robust-

ness of the system is achieved through the modification of train-

ing process and post processing step. Further, results show that

the model outperforms in the identification of pneumonia in chest

X-ray images. To improve the performance of prediction, a bioin-

spired meta-heuristic optimization algorithm has been presented

by Martinez-Alvarez et al [18] . In this approach, to prevent the re-

searches from initializing with arbitrary values, the input param-

eters are initialized with the disease statistics. Also this approach

has the ability to stop after certain number of iterations without

setting this value. Further, to explore wider search space in less
umber of iterations, a parallel multi-virus approach has been pro-

osed. Finally, it has been integrated with DL models for finding

he optimal parameters in the training phase. Deep learning pro-

otypes have been widely used in the prediction and forecasting

f outbreak over machine learning models because of its features

uch as greater performance, feature extraction without human in-

ervention identification and not making the use of engineering ad-

antage in training phase. 

The major objective of this paper is to provide a review of dif-

erent machine learning approaches used in the prediction, clas-

ification and forecasting of COVID-19. First, we describe the ori-

in of SARS-CoV-2 virus, its transmission rate, comparison of SARS-

oV-2 with other pandemics in the history and its impact on the

lobal health. Then the analysis is broaden by describing the ad-

antages of computing approaches such as statistical and mathe-

atical models, ML and DL approaches in the prediction of COVID-

9 along with its applications. Further, an analysis of number of

rticles published in different computing approaches by different

ountries till date, impact of the nature of data in the prediction

f COVID-19 have been presented. As the researchers and tech-

ocrats are the main targets of this review, we highlighted some

f the challenges in the ongoing research of different computing

pproaches at the end of the paper. The remaining section of the

aper is systematized as follows. Section 2 describes the origin of

OVID-19 and its impact. The application of statistical, ML and DL

odels in the diagnosis and prognosis of COVID-19 has been por-

rayed in section 3 . Section 4 illustrates the critical investigation on

he analysed data types of COVID research, growth in publication

f ML approaches for COVID, comparative analysis on the type of

ethods etc. Few challenges in ML related to covid-19 have been

ocused in Section 5 . Section 6 outlines the conclusion with a brief

iscussion on covid-19 impact in real life and novel research direc-

ions. 

. Genesis of SARS-CoV-2 and its Impact on global health 

In the 21 st century, Human corona viruses such as SARS-

oronavirus (SARS-CoV) and MERS-Coronavirus (MERS-CoV) that

ave emerged from the animal reservoirs caused global epidemic

ith distressing morbidity and mortality. These human corona

iruses belong to the subfamily of Coronavirinae that is a part of

oronaviridae family. It was named as corona because of the pres-

nce of spike like structure on the outer surface of the virus under

lectron microscope. Its RNA is a single stranded with a diameter
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Fig. 1. Transmission of Corona viruses from animals to Human. 
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Fig. 2. Interpretation of the SARS-CoV-2 virion [26] . 

Fig. 3. No of positive cases up to May, 3, 2020. 
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f 80-120 nm and nucleic material range varying from 26 to 32

bs in length [19] . These are basically divided into four types of

enera named as alpha ( α), beta ( β), gamma ( γ ) and delta ( δ). α-

nd β-CoV usually infects mammals, while γ - and δ-CoV tends to

ffect birds. Among the six susceptible human viruses, HCoV-229E

nd HCoV-NL63 of α-CoVs and HCoV-HKU1 and HCoV-OC43 of β-

oVs shows low pathogenicity and moderate respiratory symptoms

s common cold. The other two familiar β-CoVs such as SARS-CoV

nd MERS-CoV exhibit acute and malignant respiratory diseases

20] . The Fig. 1 shows the transmission process of corona viruses

rom animal sources to human. 

The people in Wuhan City of Hubei Province in south china

ere reported in local hospitals with an unidentified pneumonia

n December, 2019 [21] . Initially, these cases were related to Hua-

an Seafood Wholesale Market which is famous for variety of live

pecies. All these cases have clinical characteristics similar to those

f viral pneumonia such as dry cough, fever, dyspnea and lung in-

ltrates on imaging. After the analysis of samples collected from

he throat swab, the authorities from Centers for disease control

CDC) announced the unidentified pneumonia as novel coronavirus

neumonia (NCP) on 7 th January, 2020 [22] . Later it was named

s Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-

) by the International Committee on Taxonomy of Viruses [23–

4] and the disease was renamed as COVID-19 by the WHO on

1 th February 2020 [25] . The COVID-19 generated by SARS-CoV-2

s a β-coronavirus. The sequence analysis of SARS-CoV-2 matches

ith the typical structure of coronaviruses as depicted in Fig. 2 . 

The structure of SAR-CoV consists of 14 binding remnants that

ollaborate precisely with human angiotensin-converting enzyme

. As eight binding residues of the SARS-CoV has sustained in

he SARS-CoV-2, the structure of SARS-CoV-2 genome contributes

9.5% similarity to SARS-CoV. [27] . In addition, both bat CoV and

uman SARS-CoV-2 share the identical ancestor as the genome se-

uencing of COVID-19 shows 96.2 % identity to Bat CoV RaTG13

28] . Due to the genetic recombination occurrence at ‘S’ protein in

he RBD area of SARS-CoV-2, the SARS-CoV-2 has greater transmis-

ion ability than SARS-CoV [29] . After the spread of COVID-19 to

8 countries through human-to human transmission , the WHO an-

ounced the epidemic as Public Health Emergency of International

oncern (PHEIC) on 30 th January, 2020. In addition, critical situa-

ion was created when the first case not imported from china was

egistered in the United States on 26 th February, 2020. The WHO

eclared the COVID-19 as pandemic on 11 th march 2020 when it

mposes serious hazard to public health as the number of cases
utside the china has raised 13 times and the number of coun-

ries distressed by COVID-19 has increased by three times. Since

he last two months, the number of covid-19 cases registered has

rossed all the previous records of the viral disease. Due to its

apid spread, it is considered to be the most dangerous disease till

ate. According to the WHO, the SARS-CoV-2 has infected about

.48 million people and caused 2,48,144 deaths across 213 coun-

ries of the World as on May 3, 2020. Among the countries, the

SA has reported about 1,188,122 positive cases and 68,595 deaths

s on May 3, 2020 and stood in first place in both positive cases

s well as in death rate. Similarly, other countries like Spain, Italy,

K, France, Germany, Russia, Turkey, Iran, Brazil, Canada, Belgium,

eru and Netherland are placed as top countries with more than

0,0 0 0 cases after the pandemic of COVID-19 outside the mainland

f China. The number of deaths per day due to COVID1-9 pandemic

s also gradually increasing from the starting day of transmission to

ill date. Fig. 3 and 4 , predicts the top countries in the world hav-

ng more than 50,0 0 0 and number of deaths per day as on May 3,

020. 
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Fig. 4. Daily no of deaths. 
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3. Developed Computing approaches in the classification, 

prediction and prevention of COVID-19 

Due to the quick spread of the SAR-CoV-2, physicians are facing

extreme difficulty in the diagnosis of COVID-19. Even though Re-

verse Transcription Polymerase Chain Reaction (RT-PCR) method is

the standard method used in the diagnosis of Ncov-2019 [30] , due

to pandemic it suffers from limitation such as low sensitivity, re-

quires more time, and short in supply. In recent years, analysis of

medical images is one of the most promising rising research areas

in the healthcare sector. Therefore the analysis of medical images

such as X-rays, Computer tomography and scanners can overcome

the limitations of RT-PCR. As digital technologies is also playing

a crucial role in the prevention of disease, the worldwide health

emergency is also seeking the support of digital technology such

as the application of statistical, machine learning and deep learn-

ing models for efficient diagnosis of medical images to stop the

spread of the disease. 

3.1. Machine learning techniques 

The fundamental capability of the machine learning is the

derivation of predictive models without having any knowledge of

the basic mechanism that are usually not known or insufficiently

defined. These techniques are capable of developing complex pat-

terns from huge, noisy or complex data. As the combination of pre-

dictive models with expert system reduces the subjectivity prob-

lem, these models offer outstanding support for the clinical diag-

nosis. Previously, machine learning techniques can be used to find

the epidemic patterns as these algorithms are used in the analy-

sis and forecasting of medical images [31] . Hence in the present

pandemics, several researches have also used different approaches

of machine learning such as Support Vector Machine, Regression,

Random Forest, K-means and so on in the prediction and diagnosis

of SARS-CoV-2. 

3.1.1. Random Forest (RF) 

Random forest algorithm (RF) is one of the most promising

and recognized classifier that uses multiple trees to train and pre-
ict data samples. This approach has been extensively used in the

elds of chemometrics and bioinformatics [32–33] . Because of its

raiseworthy characteristics, random forest has been used in re-

olving issues of the nCOVID-19 infection. For precise and rapid

ecognition of COVID-19, a tool based on random forest algorithm

o extract 11 key blood indices from clinical available blood sam-

les was suggested by Wu et al [34] . In this study, random for-

st algorithm is used as a discrimination tool to explore patients

ith COVID-19 symptoms. The proposed method achieved better

utcome in the prediction of COVID-19 with accuracy of 0.9795

or the cross-validation set and 0.9697 for the test set. Further,

he tools also achieved better performance in terms of sensitivity,

pecificity and overall accuracy of 0.9512, 0.9697, and 0.9595, re-

pectively on an external validation set. Moreover, it achieved an

ccuracy of 0.9167 in a detailed clinical estimate of 24 samples

ollected from infected COVID-19 patients. After multiple verifica-

ions, the proposed approach has been emerged as a precise tool

or the recognition of COVID-19 infection. To predict the hospital

tay of patients infected with novel coronavirus, a model based

n linear regression and random forest has been suggested by Qi

t al [35] . The proposed model based on 6 second-order charac-

eristics was refined on features obtained from pneumonia lesions

n training and inter-validation datasets. Further, the predictive ef-

ciency has been evaluated using lung-lobe and patients-level test

ataset. From the conclusions, it is observed that model was effi-

ient in segregating short and long-term stay of patients in hospi-

al infected with coronavirus infection. Moreover, linear regression

odel exhibited a sensitivity and specificity of 1.0 and 0.89. While

 sensitivity and specificity of 0.75 and 1.0 has been exhibited by

he random forest model. The following Table 2 depicts the usage

f random forest approach in the prognosis of SARS-CoV-2 infec-

ion. 

.1.2. Support Vector Machine 

As SVM is used as a powerful tool for data regression and clas-

ification, it has superior performance in many real world applica-

ions such as medical image analysis over other machine learning

pproaches. Because of its better performance, it has been used in

he classification and analysis of COVID-19. To predict the threat
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Table 2 

Applicability of Random forest approach in the prognosis of SARS-CoV-2 infection. 

Author Model Name Problem category Type of Data Year Ref 

Cobb 

et al. 

Random Forest To examine the effect of social distancing on the 

cumulative spread of COVID-19 at country level 

Text data Apr,2020 [36] 

Shi et al. Infection Size Aware Random Forest method Classification of COVID-19 from CT images Chest CT images Mar,2020 [37] 

Tang 

et al. 

Random Forest model Severity assessment of COVID-19 patients Chest CT images Mar,2020 [38] 

Sarkar & 

Chakrabarti 

Random Forest To identify the important predictors and their 

effects on mortality of COVID-19 pateints. 

Text data Jan,2020 [39] 

Chen 

et al. 

Random Forest To identify factors influencing the viral clearance 

negatively. 

Text data Jan,2020 [40] 

Table 3 

Usage of Support Vector Machine in the prediction and diagnosis of COVID-19. 

Author Model Name Problem category Type of Data Year Ref 

Sonbhadra et al. One-class SVM To extract the activity and trends of corona-virus related research articles —- Apr,2020 [43] 

Zhang et al. SVM To detect severely ill COVID patients from mild symptom COVID patients Text data Apr,2020 [44] 

Hassanien et al. SVM To predict the recovery of COVID-19 patients Text data Apr,2020 [45] 

Barstugan et al. SVM For the classification of COVID-19 CT images Mar,2020 [46] 

Sethy et al. SVM using deep features To detect Coronavirus disease X-ray image Mar,2020 [47] 

Table 4 

Other Machine learning approaches in the prediction and diagnosis of COVID-19. 

Author Model Name Problem category Type of Data Year Ref 

Pandey et al. Linear Regression For outbreak prediction of COVID-19 

in India 

Time series data Apr, 2020 [48] 

Liu et al. Machine Learning and mechanistic models To predict COVID-19 outbreak in real 

time 

Text data Apr, 2020 [49] 

Dandekar et al. Neural network augmented SIR quarantine 

model 

To forecast the spread the of 

COVID-19 in Wuhan, China 

Time series data Mar,2020 [50] 

Carrillo-Larco et al. K-Means To categorize countries according to 

the number of confirmed COVID-19 

cases 

Text data Mar,2020 [51] 

Magar et al. Different Machine learning models To predict the possible inhibitory 

synthetic antibodies for Corona virus 

Text data Mar,2020 [52] 

Yan et al. XGBoost machine learning model To foresee the survival ratio of 

severely ill Covid-19 patients 

Time series data Jan, 2020 [53] 

Chen et al. Different Machine learning algorithms Prediction of mortality risk in severe 

infected COVID-19 patients 

Time series data Jan, 2020 [54] 

Al-Karawi et al FFT-Gabor To distinguish between positive from 

negative cases using a dataset of 

COVID-19 

CT images Jan,2020 [55] 

Metsky et al. Multi Layered Perception (MLP), Adaptive 

Network-based Fuzzy Inference System (ANFIS) 

CRISPR-based nucleic acid detection Text data Jan,2020 [56] 
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f positive COVID-19 diagnosis, different machine learning ap-

roaches such as neural networks, random forests, gradient boost-

ng trees, logistic regression and support vector machines for train-

ng the sample data was suggested by Batista et al [41] . The per-

ormance of the different machine learning approaches was trained

n arbitrary sample data of 70% of patients and was tested on 30%

f new not seen data. Form the results, it concludes that the sup-

ort vector machine algorithm outperforms with AUC, sensitivity,

pecificity and Brier score of 0.85, 0.68, 0.85 and 0.16 respectively

hen compared with other machine learning algorithms. For the

iagnosis of COVID-19 infected patients form the chest X-ray im-

ges, a machine learning model developed on multi-level thresh-

lding and SVM has been suggested by Hassanien et al [42] . Fur-

hermore, the results depict that the proposed model achieves bet-

er performance with an average sensitivity of 95.76%, specificity of

9.7%, and accuracy of 97.48%, respectively. Table 3 represents the

sage of machine learning approaches in the recognition and diag-

osis of COVID-19. 

.1.3. Other machine learning approaches 

Besides random forest and support vector machine, other ap-

roaches of machine learning approaches such as linear and logis-
ic regression, XGBoost, K-means, neural network have also been

sed in the clinical and public health approach. Many research

orks are being performed and Table 4 represents the usage levels

f these approaches in solving some of the conflicts of Covid-19. 

.2. Deep learning techniques 

Deep learning techniques are representation-learning algo- 

ithms that consist of simple but nonlinear modules which are

sed to alter the representation at one level into a presentation

t slightly more intellectual levels [57] . The deep structural nature

ade the deep learning models capable of resolving the complex

rtificial intelligent tasks. Deep learning paradigms offer new op-

ortunities in the field of biomedical informatics because of its fea-

ures such as excellent performance, end-to-end learning scheme

ith combined feature learning, ability to handle complex and

ulti-modal data and so on. Deep learning techniques have also

een used in the efficient classification and analysis of medical

mages of COVID-19 pandemic. Various deep learning approaches

uch as Convolutional Neural Network (CNN), Long Short-Term

emory (LSTM), Generative Adversarial Networks (GAN), Resid-

al Neural network and Autoencoder have been attempted by
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Table 5 

Prediction and Diagnosis of COVID-19 using CNN. 

Author Approach Problem Type Month&Year Ref 

Hammoudi et al. Tailored CNN Models To detect and evaluate COVID-19 patients 

using chest X-ray images 

Apr, 2020 [67] 

Rajaraman et al. Custom CNN and pre-trained CNN models For detection of COVID-19 in chest X-ray 

images 

Apr, 2020 [68] 

Hall et al. Deep convolutional neural network ResNet50 Detection of COVID-19 from chest X-ray Apr, 2020 [69] 

Ozkaya et al. CNN with Fusion and Ranking technique Classification of COVID-19 images from CT 

images 

Apr, 2020 [70] 

Zahangir et al. Improved Inception Recurrent Residual Neural Network 

(IRRCNN) and NABLA-3 network models 

For identification of COVID-19 patients from 

X-ray and CT images 

Apr, 2020 [71] 

Rahimzadeh et al. Modified CNN Classification of X-ray images for 

identification of COVID-19 cases 

Apr, 2020 [72] 

Zhang et al. 18 layer residual CNN For screening of Ncovid-19 from chest X-ray 

images 

Mar, 2020 [73] 

Hemdan et al. COVIDX-Net model based on CNN To categorize COVID-19 in chest X-ray 

images. 

Mar, 2020 [74] 

Wang et al. DenseNet121-FPN and COVID-19Net For COVID-19 Diagnostic and Prognostic 

Analysis of CT images 

Jan, 2020 [75] 

Zheng et al. 3D deep convolutional neural Network For detection of COVID-19 from chest CT 

images 

Jan, 2020 [76] 

Apostolopoulos et al. Mobile Net based on Convolutional neural network Classification of COVID-19 biomarkers from 

x-ray images 

May, 2020 [77] 

Kumar et al. ResNet152 model with SMOTE and Machine Learning 

Classifiers 

To perform accurate recognition of COVID-19 

from chest x-ray images 

Jan, 2020 [78] 

Fu et al. ResNet-50 based AI Framework To classify CT images to distinguish 

COVID-19 from other known infectious 

diseases of the lung 

Jan,2020 [79] 

Razzak et al. Different convolutional Neural network architectures Diagnosis of COVID-19 Jan, 2020 [80] 
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many researchers in the classification and prediction of COVID-19

infection. 

3.2.1. Convolutional Neural Network (CNN) 

Convolutional Neural Network has proven to be one of the most

successful algorithms in the analysis of medical image with high

accuracy. Previously, the identification of the nature of pulmonary

nodules in CT images, prediction of pneumonia in X-ray images,

labeling of polyps automatically at the time of colonoscopic videos

have been done using convolutional neural networks [58–60] . The

authentication features for identifying COVID-19 in medical images

are bilateral distribution of patchy shadows and ground glass opac-

ity [61] . Abbas et al. [62] have developed a Decompose, Transfer,

and Compose (DeTraC) model based on convolutional neural net-

work to categorize the COVID-19 chest X-ray images. Using the

class decomposition mechanism the class boundaries are investi-

gated that helps the model to accord with any anomalies in the

image dataset. Further, the results show that an accuracy of 95.12%

was attained by DeTraC in the recognition of COVID-19 X-ray im-

ages from other normal and pneumonia cases. To recognize COVID-

19 patient from chest X-ray images, distinct convolutional neural

network frameworks namely ResNet50, InceptionV3 and Inception-

ResNetV2 have been proposed by Narin et al. [63] . Further, insuffi-

cient data and training problem can be overwhelmed by applying

deep transfer learning technique using ImageNet. From the results

it can be observed that highest classification performance with 98%

accuracy can be attained by the ResNet50 model over the other

two models. To interpret and predict the number of positive cases,

a COVID-19 forecasting model build on convolutional neural net-

work (CNN) was suggested by the Huang et al [64] . The main focus

of the study was to consider the cities with large number of posi-

tive cases in China. The overall competence of different algorithms

was compared using mean absolute error (MAE) and root mean

square error (RMSE). The outcomes indicate that CNN achieves

greatest prediction efficacy when collated with other approaches

of deep learning such as LSTM, GRU and MLP. Furthermore, the ac-

tual usage and feasibility of the proposed model in forecasting the

total registered cases were also documented in their study. To au-
omatically recognize the Ncov-2019 positive cases from chest X-

ay images, Mukherjee et al. [65] have proposed tailored shallow

onvolutional neural network architecture. The architecture was

esigned with few parameters for validating 130 COVID-19 posi-

ive X-ray images and 5-fold cross validation was used to avoid

ossible bias in the experimental tests. Moreover, the proposed

ethod achieved an accuracy, sensitivity and AUC of 96.92%, 0.942

nd 0.9869 respectively, which is dominative over other compared

ethods. A multitask deep learning model has been proposed by

myar et al. [66] to perform the automatic screening and segmen-

ation of COVID-19 chest CT images. For reconstruction and seg-

entation, one encoder and two decoders along with multi-layer

erceptron has been used in the architecture for the classification

urpose. Then the model has been evaluated with a dataset of

044 patients, which includes 449 patients suffering with COVID-

9, 100 normal cases, 98 patients with lung cancer and 397 cases

f different types of pathology. Moreover, results indicate that the

odel obtains better performance over the other image segmen-

ation and classification techniques. The application of CNN in

he classification and diagnosis of COVID-19 has been depicted in

able 5 . 

.2.2. Long Short-Term Memory (LSTM) 

Long Short-Term Memory is a type of the Recurrent Neural

etwork that can store knowledge of previous states and can be

rained for work that needs memory. LSTM is one of the efficient

odels for the prediction of time series sequential data [81] . As

ast data is retained in the hidden states, LSTM approach can per-

orm more accurate predictions of the output. A novel multivariate

patiotemporal model has been proposed by Jana et al [82] . This

odel uses ensemble of convolutional LSTM to make accurate fore-

ast of the dynamics of COVID-19 transmission in large geographic

egion. For converting the available spatial features into set of 2D

mages, a data preparation method is used. Further, the proposed

odel is trained using USA and Italy data. From the findings it can

e observed that the model achieves 5.57% and 0.3% MAPE for USA

nd Italy respectively. To predict the number of COVID-19 cases in

ndia, a data-driven estimation approach based on LSTM and curve
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Table 6 

Application of LSTM in resolving issues of COVID-19 pandemic. 

Author Approach Problem Type Month& Year Ref 

Jelodar et al. NLP using LSTMRNN Classification of novel COVID-19 Apr,2020 [84] 

Ibrahim et al. Variational-LSTM autoencoder To forecast the spread of the COVID-19 Apr,2020 [85] 

Patankar Long Short Term Memory model Drug Discovery Mar,2020 [86] 

Yang et al. Modified SEIR and LSTM To predict the epidemic curve of COVID-19 Mar,2020 [87] 

Kafieh et al. M-LSTM To predict the number of cases in Iran Jan,2020 [88] 

Kolozsvari et al. RNN-LSTM To predict the epidemic of COVID-19 Jan,2020 [89] 

Bandyopadhyay et. al. LSTM-GRU based RNN To predict the number of positive, negative and negative cases Jan, 2020 [90] 

Ayyoubzadeh et al. LSTM and Linear Regression To predict the incidence of COVID-19 in Iran. 2020 [91] 

Table 7 

Prediction and diagnosis of COVID-19 pandemic using other Deep learning approaches. 

Author Approach Problem Type Month& Year Ref 

Liu et al. GAN Enhancing the quantification of COVID-19 using 3D 

Tomographic pattern synthesis 

May,2020 [92] 

Khalifa et al. GAN and fine tuned AlexNet, 

GoogleNet, SqueezeNet and 

ResNet18 

To identify COVID-19 cases from chest X-ray images Apr, 2020 [93] 

Loey et al. GAN To detect coronavirus in chest X-ray images Apr,2020 [94] 

Hartono et al. Topological Autoencoder To visualize the global trend of COVID-19 transmission Apr,2020 [95] 

Shan et al. DL based VB-Net For automatic segmentation and on quantification of 

infectious region from CT images 

Mar, 2020 [96] 

Hu et al. Modified Autoencoder To forecast and evaluate the spread of nCOVID-19 in world Mar, 2020 [97] 

Zhavoronkov et al. GAN To generate novel drug compounds against nCoVID-19 Feb,2020 [98] 
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tting has been suggested by Tomar et al [83] . This approach was

lso used to estimate the effective of social distancing measures

n the spread of the pandemic. Further, the findings show the ac-

uracy of proposed approach in predicting the number of positive

nd recovered cases in India. Table 6 shows the applicability of

STM in resolving the issues of COVID-19 pandemic. 

.2.3. Other approaches of deep learning 

In addition to CNN and LSTM approaches, several other deep

earning approaches such as Generative Adversarial Networks and

utoencoder have also been used in the analysis and prediction

f COVID-19 pandemic. Generative adversarial networks (GANs)

re algorithmic architectures that consist of two neural networks

alled generator and discriminator to generate new, synthetic in-

tances of data from real ones that have been never observed be-

ore. GANs have been widely used in image generation, video gen-

ration and voice generation. An autoencoder is a sort of artificial

eural network used to grasp efficient data coding in an unsu-

ervised way. The following Table 7 represents the usage of other

eep learning approaches in the prediction and diagnosis of novel

oronavirus disease. 

.3. Mathematical and Statistical methods 

From the past few pandemics, mathematical and statistical

odels have been successfully used in the estimation of human

oss and also in the prediction of total number of deaths until a

pecific period or end of the pandemic. As the mathematical and

tatistical approaches shows better performance, researchers have

lso used the same approaches in the estimation of spread rate

nd death count of the current pandemic. To foresee the window

eriod for testing positive negative results as well as false nega-

ive result, a multivariate model has been developed by Xu et al

99] . The clinical characteristics that are responsible for false nega-

ive outcomes of SARS-CoV-2 nucleic acid identification are deter-

ined using these models. Zhong et al. [100] have used the simple

athematical models for the early prediction of novel coronavirus

isease in china. The prediction models estimated that the total

umber of positive cases may reach to 76,0 0 0 to 230,0 0 0 in late

ebruary to early March. It is also estimated that from early May
o late June, the number of registered cases will rapidly decrease.

o predict the number of deaths in china, Boltzmann’s function

ased analysis has been proposed by Gao et al [101] . The predic-

ion model gives better prediction accuracy in the assessment of

everity of situation. The impact of primary health conditions such

s cardiac disease, diabetes and age of the patient in the predic-

ion of death rate has been presented by Banerjee et al [102] . Azad

t al [103] have used Holt’s and autoregressive integrated moving

verage (ARIMA) model in the temporary forecasting of COVID-19

nfected patients in India from 30 January to 21 April 2020. The

ollowing Table 8 shows some other analysis done in the predic-

ion of COVID-19 using mathematical and statistical approaches. 

. Critical Investigation 

A systematic analysis of articles related to COVID-19 has been

arried out in this study using various intelligent computing ap-

roaches. From the analysis, it is observed that the machine learn-

ng and deep learning approaches have been successfully utilized

n the interpretation of medical images because of the facts such

s extraction of rich features from multimodal clinical dataset, abil-

ty to distinguish between bacterial and viral pneumonia, capable

f detecting various chest CT imaging features and early detection

f epidemic patterns. Therefore, the data obtained using these ap-

roaches may help the physicians and researchers in understand-

ng and prediction of COVID-19 infection at the early stage. In

his section systematic analysis on the week wise publications of

OVID-19 using ML, DL and other approaches, number of articles

ublished journal wise, country wise analysis of the publications,

umber of articles published using different approaches, perfor-

ance analysis of different approaches, the impact of natural data

n the prediction of COVID-19 has been carried out. 

.1. Performance analysis of different intelligent computing 

pproaches 

From the systematic review, it has been observed different re-

earchers have used different intelligent approaches in the predic-

ion and diagnosis of COVID-19 infection. 
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Table 8 

Other reviews done on the forecasting of COVID-19 using mathematical and statistical approaches. 

Author Type of COVID Analysis Month & Year Ref 

Mohler et al. Analysis of public health interventions on the transmission of COVID-19 Apr, 2020 [104] 

Gupta et al. Using fatality data in the estimation of total COVID-19 infections in Indian hot spots Apr, 2020 [105] 

Dowd et al. Impact of age in the dissemination and mortality rate of COVID-19 Apr, 2020 [106] 

Nadim et al. Analysis of prevention strategies in the prediction of COVID-19 pandemic Mar, 2020 [107] 

Magal et al. Predicting the cumulative number of positive cases Mar, 2020 [108] 

Anzai et al. Impact of reduced travel in the spread of COVID-19 in China Feb,2020 [109] 

Kumar et al. To estimate the total number of COVID-19 confirmed, death and recovery in India Jan, 2020 [110] 

Oliveiros et al. Impact of temperature and humidity on the dissemination of COVID-19 Jan, 2020 [111] 

Lu et al. To identify the number of positive cases Jan, 2020 [112] 

Table 9 

Performance analysis of various machine learning approaches in forecasting and prediction of COVID-19 infection. 

Author Month & Year Method Classes Accuracy Specificity Sensitivity AUC Limitation Ref 

Hassanien et al. Jan, 2020 Multi level 

thresholding of 

SVM 

2 97.48% 97.48% 95.76% —- Not trained on large dataset [42] 

Wu et al. Jan, 2020 Random forest 

algorithm 

4 95.95% 96.97% 95.12% —- Not considered atypical 

symptoms 

[34] 

Al-Karawi et al. Jan, 2020 FFT-Gabor scheme 2 95.37% 94.76% 95.99% — —– [55] 

de Moraes et al. Jan, 2020 Support vector 

Machine 

- —- 85% 68% 0.85 Not consideredTime interval 

from first symptom, 

analyzed small sample 

dataset 

[41] 

Shi et al. Mar, 2020 Infection size 

aware Random 

forest method 

2 87.9 83.3 90.7 —- Not included findings from 

follow-up CT scans and not 

considered pneumonia 

related clinical 

characteristics 

[37] 
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4.1.1. Machine learning approaches 

It has been evident from the system review that machine learn-

ing approaches also have been efficiently used in the prediction

and diagnosis of COVID-19. Among the available machine learning

approaches mostly support vector and random forest have been

used in the recognition of novel COVID-19 outbreak. As support

vector machine is one of the best classifier algorithms with mini-

mum error rate and maximum accuracy, it gives better prediction

results. A machine learning model suggested by Barstugan et al.

[46] , have been efficiently used in the classification of medical im-

ages. Using SVM for classification and Grey Level Co-occurrence

Matrix (GLCM) for feature extraction, the proposed model achieves

99.68% classification accuracy. As random forest uses multiple tress

to identify the samples and robust to noise, it has been extensively

utilized in the classification of medical images. Moreover, random

forest approach is suitable for multiclass problem, whereas SVM is

suitable for two-class problem. A random forest model proposed

by Tang et al. [38] , have been successfully utilized in the sever-

ity assessment of coronavirus infected patients. Using 30 quanti-

tative features, the proposed model achieves 0.933 true positive

rate, 0.74 true negative rate and 0.875 accuracy. Table 9 represents

the analysis of performance metrics of various machine learning

algorithms in the diagnosis of COVID-19 infection. It has been evi-

dent from the systematic analysis that most of the machine learn-

ing approaches trained on small datasets. Moreover, the limitations

specified in the Table provide scope for the researchers to develop

more accurate prediction and forecasting models in the future. 

4.1.2. Deep learning approaches 

Due to the advantages of deep learning approaches over ma-

chine learning approaches such as excellent performance, feature

extraction without human intervention and handling complex and

multimodal, more number of researches has been carried in the

diagnosis of COVID-19 infection using deep learning approaches.

From the systematic review, it is observed that CNN is one of the
ost commonly used deep learning approaches for the prediction

f pandemic from the medical Images over other approaches due

o its ability to extract features automatically. A deep learning algo-

ithm proposed by Wang et al. [113] , have achieved an overall ac-

uracy of 73.1% on external validation. This is due to the limitations

uch as large number of variable objects and presence of only one

adiologist in outlining the ROI area. It has been also observed that

he implementation of exact architecture may not yield in better

olutions. A new modified CNN for categorizing X-ray images pro-

osed by Rahimzadeh et al. [72] , improves the overall performance

y extracting multiple features using Xception and ResNet50V2

etworks. The model has been applied on 11302 images and con-

lusions show that the proposed method achieves an overall aver-

ge accuracy of 99.56% for COVID-19 cases. An iteratively pruned

odel proposed by Rajaraman et al. [68] , improves the classifi-

ation performance by combining distinct ensemble schemes. The

mpirical results show that the proposed model outperforms by

chieving 99.01% accuracy and 0.9972 of area under curve value.

 ResNet based framework proposed by Farooq et al [114] , have

chieved an overall accuracy of 96.2% with augmentation. Hence,

he performance can be enhanced by considering some aspects

uch as presence of expert knowledge about the task to be solved,

dditional augmentation and preprocessing steps, optimization of

yperparameters and so on in the implementation. The following

able 10 depicts the performance analysis of some deep learning

pproaches that may enable the researchers to select an appro-

riate deep learning approach and architecture for resolving con-

icts in COVID-19 pandemic as well as further scope to improve

he overall performance of different approaches. 

.2. Efficiency of COVID-19 Prediction model 

Since the start of outbreak of COVID-19 in December 2019, sev-

ral researchers and modeling groups around the world have de-

eloped abundant number of prediction models [125–128] using
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Table 10 

Performance analysis of various deep learning approaches in diagnosis of COVID-19. 

Author Month & Year Method Classes Accuracy Specificity Sensitivity AUC Ref 

Chen et al. Jan, 2020 UNet ++ (Retrospective testing per patient) 2 95.24% 93.55% 100% — [115] 

Wang et al. Jan, 2020 DenseNet121-FPN, COVID19-Net 2 85% 71.43% 79.35% [75] 

Li et al. Mar, 2020 COVNet 3 —- 96% 90% 0.96 [116] 

Asnaoui et al. Mar, 2020 MobileNet_V2 2 96.27% 94.61% 98.02% —- [117] 

Inception_Resnet_V2 96.09% 93.88% 98.53% 

Resnet50 96.61% 94.92 98.43% 

Abbas et al. Mar, 2020 DeTrac-ResNet-18 3 95.12% 91.87%, 97.91%, —- [62] 

Ozkaya et al. Mar, 2020 CNN using Deep Features Fusion and Ranking Technique — 98.27% 97.60% 98.93% —- [70] 

Wang et al. Mar, 2020 Tailored CNN 3 92.3% — —- —- [118] 

Chowdhury et al. Mar, 2020 Sgdm-SqueezeNet 3 98.3% 99.0% — — [119] 

Apostolopoulos et al. Apr, 2020 CNN with transfer learning 3 96.78% 98.66% 96.46% — [120] 

Afshar et al. Apr, 2020 Capsule Network 4 95.7% 95.8% 90% 0.97 [121] 

Butt et al. Apr, 2020 Multiple CNN’s 3 —- 92.2% 98.2% 0.99 [122] 

Li et al. Apr, 2020 DenseNet 3 88.9% — —- —- [123] 

Ucar et al. Apr, 2020 Bayes-SqueezeNet 3 98.3% 99.1% —- —- [124] 
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Fig. 5. Week wise Analysis of publications on COVID-19. 
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athematical and intelligent computing approaches to predict the

rends of COVID-19 in different regions of the world. The list of

OVID-19 forecasting attempts all over the world using various sta-

istical models is publicly accessible 1 . The modeling results have

orecasted information about trends in COVID-19 around the world

uch as infection cases, future deaths, recovered cases, hospitality

eeds, impact of social distancing, travelling restrictions and so on.

hese models have shown a vast range of variations in predictions

ue to uncertainty of data. It has been found that the design is-

ues have also been observed in the most cited forecasting tech-

ique from the IMHE [129–130] . Though the issues are resolved

n later revised model, the prediction errors still persist high. One

f the reason for these variations is only small amount of infor-

ation is available at the beginning of the outbreak and lack of

eliable data due to frequent segregation of data over different ge-

graphical regions. Another reason is most of the prediction mod-

ls have forecasted the future results by considering data of con-

rmed cases of those who got infected with symptoms and tested

t the hospitals. These predictions have not taken into consider-

tion the data of asymptomatic patients. Furthermore, the factors

ffecting the positive and death rate such as age, gender, hyper-

ension, chronic diseases etc., have not considered in some predic-

ion models. The selection of suitable model for performing epi-

emic study also influences the predictions of the model. A simple

odel is not realistic as it does not include more epidemiologi-

al information, while the complex model is biologically authentic.

hough the complex model includes more biological information,

t requires more parameters when compared to simple model. The

omplex model also leads to larger degree of uncertainty, if the

ncreased parameters are unknown. Therefore, to make more accu-

ate predictions in the future more research has to be carried on

mproving the tools and models of the prediction on large biologi-

al information. 

.3. Growth in publication of COVID-19 research using ML and other 

ethods 

Despite having lower fatality rate, SARS-CoV-2 caused thrice the

otal of deaths when compared to the combined statistics of deaths

aused by both MERS and SARS-CoV. As the symptoms of COVID-

9 are similar to common influenza, it becomes difficult to detect

he infection. In addition, COVID-19 is much more contagious than

nfluenza, due to asymptomatic condition. Further, the shortage of

edical supply, rapid spread and the non-availability of a vaccine
1 https://ddi.sutd.edu.sg/ 

b  

t  

a  
r drug for treating COVID-19 are the major reasons that attracted

ost of the researchers to carry vast research on COVID-19 when

ompared to other pandemics. Fig. 5 represents the articles con-

ributed for the analysis from Jan 13, 2020 to May 3, 2020. In the

nitial stage of disease, less than 1% of articles have been pub-

ished in the month of January. Around 6% of articles issued in the

onth of February, 16% of articles reported in the month of March

nd 77% of the articles are published in the month of April. So it

an be concluded that up to 3 rd May 2020, majority of the arti-

les have been published in the month of April as the number of

nfected COVID-19 cases increased world wise. It is worthy to note

hat, with the increase of COVID-19 cases throughout the world, re-

earchers have shown incredible interest to decipher the problem

f various aspects on COVID-19 through intelligent ML and other

omputing approaches. 

.4. Distribution of articles on COVID-19 by Machine Learning, Deep 

earning and statistical and mathematical techniques 

It is evident from the Fig. 6 , that majority of work on COVID-19

rediction/diagnosis has been conducted using deep learning ap-

roaches (39%). Next, 37% of research has been experimented us-

ng the machine learning approaches. Only 24% of the work has

een done using mathematical and statistical models in the predic-

ion of COVID-19. From the figure, it can be concluded that more

ppropriate prediction and diagnosis of COVID-19 diseases can be
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Fig. 6. Articles published on COVID-19 using different approaches. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Country wise distribution of articles on diagnosis and prognosis of COVID- 
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performed using deep learning approaches. More work has been

contributed on deep learning approaches when compared to other

approaches because of the features such as excellent performance,

ability to handle complex and multi-modal data, feature extraction

without human intervention and absence of engineering advantage

in training phase. 

4.5. Number of articles distributed by Journals 

Articles from different sources such as Lancet, JAMA, NEJM,

Elsevier, Oxford, Wiley, Nature, BMJ, Science and medRxiv have

been considered for the systematic review. It is evident from the

Fig. 7 that majority of the articles have been published in BMJ i.e.,

17.6%. Next 17.1% articles have been published in Lancet. The ar-

ticles from Nature have contributed 15.3 %. The science has con-

tributed 8.5% of the studies. 7.6% of the studies have been con-

tributed by Journal of Medical virology. NEJM, JAMA, Clinical In-

fectious diseases, Journal of Infection, Travel Medicine Infectious

Diseases, International Journal of Infectious Diseases, Eurosurveil-

lance, Emerging Infectious Diseases, Radiology, Viruses, Infection

Control Hospital Epidemiology, Emerging Microbes Infection, Jour-

nal of Hospital Infection have been contributed between 2 to 4% of
Fig. 7. Distribution of ar
he studies. Remaining journals like Annals of Internal Medicine,

ournal of the American Academy of Dermatology International

ournal of Antimicrobial agents, Journal of Clinical Medicine, Jour-

al of Travel Medicine, Journal of Virology, Methods in Molecular

iology have contributed less than 1% of the studies. 

.6. Distribution of articles by Country on the diagnosis and 

rognosis of COVID-19 using different approaches 

The Fig. 8 displays the number of articles published country

ise on the diagnosis and prognosis of COVID-19 using statistical.

achine learning and Deep learning approaches. From the figure.

t can observed that majority of the articles i.e., 21.7% have been

ontributed by the researchers of China. 18.1% articles have been

ontributed from the US researchers. The researchers of UK have

ontributed 14.9% of the articles in the study. 13.16% of articles

ave been contributed by Italy. The countries India, France, Repub-
ticles by Journals. 
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Fig. 9. Articles published on COVID-19 Prediction, Classification and Forecasting. 
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ic of Korea and Japan have contributed 6.04%, 5.6%, 4.2% and 3.5%

f the studies respectively. 2.13% have been contributed by the re-

earchers of the countries like Egypt and Australia. The contribu-

ions from the researchers of Turkey are 1.4% and nearly 1.06% of

otal research has been contributed by the researchers of Canada,

ermany and Saudi Arabia. However, the researchers of Pakistan,

etherlands and Brazil have contributed the 0.711% of the studies.

ext, the researchers in the countries like Iran, Spain, Iraq, Greece,

hailand, and Singapore have contributed 0.35% of the studies. 

.7. Type of data used in COVID research 

The following are the different types of data that have been

sed in the prediction, classification and forecasting of COVID-19

y the researchers and technocrats. 

.7.1. Usage of Clinical data 

The forecasting of pandemics can be done with the information

f registered number of COVID-19 cases along with their geograph-

cal locations. The most used dataset for the forecasting and pre-

iction of COVID-19 is collated by John Hopkins University [131] .

his dataset contains information such as the daily positive cases,

otal patients recovered per day and the death rates at a country

s well as state level. Another data source Kaggle also contains the

aily number of COVID-19 cases [132] . This dataset is annotated

ith attributes such as patient demographics, case reporting date

nd location. When working with real datasets, most of the re-

earchers face class imbalance distribution issues. Another limita-

ion is the variations in interventions, population densities and de-

ographics have a major impact on the prediction. However, many

ood researchers have suggested for the use of real clinical data

nder the supervision of doctors for further diagnosis of COVID-19

ther than online data. The main problem with online data is the

resence of large extent of missing values, which may affect the

roper analysis using any intelligent based methods. 

.7.2. Usage of Online data 

The growth, nature and spread of COVID-19 can be predicted

sing the rich textual data available from various online sources.

he interpretation of the epidemic is quite complicated as most

f the studies have taken into account only a few determinants.

ssuming the affect of virus in terms of positive and death case

verywhere in the globe could produce inaccurate predictions. To

ake accurate predictions, it is necessary for the researches to un-

erstand the spread at the local, regional national as well as inter-

ational levels. To be accurate, analysts would also need data from

he medical authorities that distinguish between deaths caused

y the coronavirus and deaths that would have happened due to

nonymous disease. In most of the studies this data is not known,

r not available. The range to which people pursue the local gov-

rnment’s quarantine policies or measures to prevent the spread

f infection is also difficult to find. These factors need to be con-

idered to make accurate prediction of COVID-19 using online data

hile experimenting with any ML based techniques. 

.7.3. Usage of Biomedical data 

The screening of medical images such as chest CT images or X-

ay images is considered as an alternative solution to overcome the

hortage of RT-PCR supply. Now-a-days, most of the research for

he classification and prediction of COVID-19 has been carried on

edical image data set, as medical image analysis helps the physi-

ians in the accurate prediction of imaging modalities in pneumo-

ia. From the literature review it has been observed, there are still

ome limitations in the usage of medical image datasets. The vast

hallenge in the medical diagnosis is the classification of medical
mages due to the limited accessibility of medical images. The pro-

ess of automated distinction is difficult in CT images, as those

hare some common imagery characteristics among novel COVID

nd other forms of pneumonia. None of the studies reviewed by

he authors accurately reported the high specificity of CT in distin-

uishing COVID-19 from other pneumonia with identical CT find-

ngs, thus restricting the usage of CT as a confirmatory diagnostic

est. The presence of mild or no CT findings in many early cases

f infection highlights the difficulties of early detection. Moreover,

he CT scan tools are expensive and patients are exposed to more

adiation. Even though chest x-ray images are cheaper and expose

he patient to less radiation, these images have higher false diag-

osis rate. 

.8. Distribution of articles by Prediction, Classification and 

orecasting of COVID-19 

From the Fig. 9 it has been observed that majority of work

as been done on classification of COVID-19 (46%). Next, 36% of

ork has been done on the prediction of COVID-19. Only 20% of

he work has been done on the forecasting of COVID-19.From the

igure., it can be concluded that less work has been done on pre-

iction and forecasting due to the lack of real world datasets and

vailability of less number of training medical images. 

. Challenges 

This section focuses on some of the challenges that raised while

mplementing the intelligent diagnostic tools in the prediction of

OVID-19. 

.1. Limitation of data 

The implementation of predictive tools using deep learning and

achine learning requires huge volume of data. Even though few

atasets for medical images and textual analysis are publicly avail-

ble, these datasets are small when compared to the needs of the

eep learning approaches. The main reason for the scarcity of mea-

ured data is the frequent segregation of data over different geo-

raphical regions. Therefore, aligning of the data sources is one of

he key issues that need to be solved. Another limitation arises in

he development of quality datasets, as real time datasets contain

oorly quantified biases. As results of this, poor outcomes will be

roduced if models are trained on unrepresentative data. Although
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transfer learning allow models to be specific with regional charac-

teristics, it is difficult to perform model selection due to the fast

moving nature of the data. Therefore, designing an analytical ap-

proach to overcome these limitations is one of the key challenges

that need to be addressed. Most of the researchers and technocrats

are also facing the problem of lack of real data. This issue can be

accomplished by creating more real world datasets with updated

COVID-19 data. Another issue that needs to be observed is the less

involvement of medical community. In most of the studies, either

few or no physician has involved in the assessment of medical im-

ages such as X-rays and CT images. 

5.2. Accuracy of prediction 

There exists a hidden risk in all scientific work as most of the

methods in the study are based on statistical learning on quickly

produced datasets. The outcome of the research may have biases

that may impact the policies taken by the government in control-

ling the spread of disease. Therefore the challenge is to find the

uncertainty of conclusions produced in this research. The correct-

ness of the data can be ensured by providing reproducible conclu-

sions. This, in turn creates the challenge of balancing the require-

ments against the urgency. 

5.3. Usage of advance approaches 

Some data science approaches such as ultrasound scans and

magnetic resonance imaging (MRI) have limited exposure in com-

bating COVID-19. Even though ultrasound scans have shown good

performance as that of chest CT scans, no studies have explored

the usage of ultrasound scans in the prediction of COVID-19.

Though some studies [133] , have shown the efficient usage of MRI

in predicting COVID-19 infections, still the approach remained un-

explored due to the scarcity of adequate training data. Therefore,

the challenge is to develop well-annotated dataset to make poten-

tial usage of new approaches in the prediction of COVID-19 infec-

tion. 

5.4. Providing feasible solutions to developing countries 

The usage of predictive tools in diagnosis of COVID-19 imposes

a problem in developing countries that have limited access to

healthcare facilities. Therefore, a key challenge is the development

of tools that should be capable of deployment in economically un-

derprivileged regions. For example, the development of mobile app

for contact tracing should consider factors such as low cost, limited

resources, accessibility to illiterates or disability people and sup-

port of multiple languages, so that it can be effectively deployed

in economically deprived regions. 

5.5. Necessity of advance intelligent systems on symptom based 

identification of COVID-19 

Most of the studies have carried out only by considering the

characteristics of COVID-19 and other pneumonia. The outcome of

these studies may not produce accurate results as they have not

considered the impact of other factors such as age, gender, dia-

betes, hypertension, chronic liver and kidney disease and so on.

Therefore, to perform accurate predictions more research has to

be carried on symptom based identification of COVID-19. More-

over, apart from prediction and forecasting based models, future

research requires more attention on the classification problems on

COVID-19 through various symptoms for easy and quick diagno-

sis. Also, most of the research is dedicated to top affected coun-

tries with this pandemic disease and further research may be en-

hanced for remaining mostly affected countries around the globe.
urther, accurate prediction in the number of deaths and infections

ith advance machine learning approach is of utmost importance

n the present scenario. As most of the machine learning models

re highly accurate with large amount of data, so it may be worthy

o note that with the increasing no of data and datasets of majorly

OVID affected countries, many highly accurate models will be de-

eloped as a leading solution to this outbreak. 

. Conclusion 

The researchers are always active in addressing the emerging

hallenges that arises in different application domains. In recent

ays, COVID-19 an infection caused by SARS-CoV-2 is one of the

ost emerging research areas as it affected more than 3 million

eople in 213 countries within a short span of time. Therefore,

o empower the government and healthcare sector, it is necessary

o analyze various forecasting and prediction tools. In this paper,

n overall comprehensive summary of ongoing work in the predic-

ion of COVID-19 infection using various intelligent approaches has

een presented. Initially, the origin, dissemination and the affect

f COVID-19 on the public health has been discussed. The major

ontribution of the study is the analysis of various prediction and

orecasting models such as statistical, machine learning and deep

earning approaches and their applications in the control of the

andemic. Following this, the analysis is broadened by making a

ritical investigation on the growth of studies carried on COVID-

9 in various journals by country and the performance analysis of

he statistical, machine learning and deep learning approaches. Fi-

ally, at the end of the paper some of the challenges observed as

 part of systematic review are highlighted that may further help

he researchers and technocrats to develop more accurate predic-

ion models in the prediction of COVID-19. 

The SARS-CoV-2 has infected about 3.48 million people and

aused 2,48,144 deaths across 213 countries of the World as on

ay 3, 2020 according to the WHO. As the total of covid-19 cases

egistered has crossed all the previous records of the viral disease

ince last moths, it is considered to be the most dangerous dis-

ase till date. The whole world political, social, economic and fi-

ancial structures have been disturbed because of the outbreak of

andemic. The economies of the world’s topmost countries such

s the US, China, UK, Germany, France, Italy, Japan and many oth-

rs are at the edge of destruction. As 162 countries have moved

nto the lockdown to prevent the transmission of pandemic, the

usiness across the world is operating in fear of an impending col-

apse of global financial markets. The sectors such as supply chains,

rade, transport, tourism, and the hotel industry have been dam-

ged extremely because of the pandemic. Other sectors like Ap-

arel & textile, Building and Construction sectors have been af-

ected adversely due to the lack of labour supply and availability of

aw material. The other sector that is badly affected is the aviation

ector as both international and domestic flights cancelled due to

he implementation of lockdown in many countries. Even though

he effect of lock down is less on essential goods retailer, other re-

ailers such as shops and malls have been highly impacted by the

andemic. Due to the pandemic, the educational institutions have

lso been seriously affected and led to the shutdown of institu-

ions which caused an interruption in the students learning activ-

ty as well as in internal and external assessment necessary for the

ualification of the student. Even though several sectors have been

ffected, there are some sectors such as Digital and Internet Econ-

my, Food based retail, Chemicals and Pharma sectors that have

een growth during the pandemic lockdown. The deep learning

nd machine learning approaches are useful in forecasting the im-

act of COVID-19 on different sectors which may help the govern-

ent in implementing proper policies to overcome the economic

risis. From the systematic analysis, it is evident that computing
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ntelligent approaches such as ML, DL, mathematical and statis-

ical approaches have been profitably used in the prediction and

creening of COVID-19 pandemic. It is observed that SVM, RF,K-

eans and linear regression of ML approaches have been mostly

sed for solving issues of COVID-19. While in case of DL, CNN and

ts variants are mostly utilized for predicting the pandemic. Even

hough computing approaches have been successfully used in the

rediction and forecasting of COVID-19 pandemic, still there exist

ertain limitations such as limited availability of annotated medi-

al images, not taking into account predictive end events such as

ortality or admission into critical care unit while forecasting, not

onsidering some features of medical images such as GGO, crazy-

aving pattern, and bilateral involvement which are prerequisite in

he diagnosis of COVID-19, training on small datasets and not cop-

ng with data irregularities need urgent focus to develop more ac-

urate models. It is also observed that every researchers and mod-

ling groups all over the world are presently facing the issue of

carcity of data. Therefore, real-world datasets with more epidemi-

logical data need to be created for the development of more accu-

ate prediction models. Moreover, the accuracy of prediction tools

an be enhanced by the usage of advanced computing intelligent

pproaches such as ensemble method like bagging, stacking etc.,

pplication of optimization techniques, usage of artificial neural

etworks and higher order neural networks in the screening and

rediction of COVID-19 which is considered as further scope of re-

earch. 
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