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a b s t r a c t 

This work presents the modeling and prediction of cases of COVID-19 infection in Mexico through mathe- 

matical and computational models using only the confirmed cases provided by the daily technical report 

COVID-19 MEXICO until May 8 th . The mathematical models: Gompertz and Logistic, as well as the com- 

putational model: Artificial Neural Network were applied to carry out the modeling of the number of 

cases of COVID-19 infection from February 27 th to May 8 th . The results show a good fit between the 

observed data and those obtained by the Gompertz, Logistic and Artificial Neural Networks models with 

an R 2 of 0.9998, 0.9996, 0.9999, respectively. The same mathematical models and inverse Artificial Neural 

Network were applied to predict the number of cases of COVID-19 infection from May 9 th to 16 th in order 

to analyze tendencies and extrapolate the projection until the end of the epidemic. The Gompertz model 

predicts a total of 47,576 cases, the Logistic model a total of 42,131 cases, and the inverse artificial neural 

network model a total of 44,245 as of May 16 th . Finally, to predict the total number of COVID-19 infected 

until the end of the epidemic, the Gompertz, Logistic and inverse Artificial Neural Network model were 

used, predicting 469,917, 59,470 and 70,714 cases, respectively. 

© 2020 Elsevier Ltd. All rights reserved. 
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. Introduction 

In December 2019, a new coronavirus disease emerged char-

cterized as a viral infection with a high level of transmission in

uhan, China. Coronavirus 19 (COVID-19) is caused by the virus

nown as Severe Acute Respiratory Syndrome coronavirus 2 (SARS-

oV-2) established by the Coronaviridae Study Group of the Inter-

ational Committee on Taxonomy of Viruses (ICTV) [1] . The origin

f this virus is not yet confirmed, but a sequence-based analysis

uggests bats as a possible key reservoir [ 2 , 3 ]. 

Furthermore the notorious effects that the virus has on people’s

ealth, there are other effects that are triggered as an indirect ef-

ects of the virus, some of these are the following: psychological

istress, economic losses and negative impacts on daily activities

4] . Due to these effects, and in order to counteract them, the gov-

rnments of different countries have made public policy decisions

n both the health and economic aspects. 

At the same time in the academic field, several research papers

ave been published focused on modeling and estimating the pos-

ible number of people infected with COVID-19 in a specific pe-
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iod. Ivanov [5] presented a robust simulation on the impact of

OVID-19 on global supply chains, the results conclude in taking

are of the closing and opening of the facilities at different lev-

ls could become an important factor that determines the impact

f the epidemic outbreak. Li et al. [6] applied a Gaussian distribu-

ion to analyze COVID-19 transmission in Hubei Province of China

nd developed predictions on the epidemic trends in South Korea,

taly, and Iran, the results show the evolution of the epidemic, dis-

overing that imposing controls would have a significant impact.

uccio Fanelli and Francesco Piazza [7] developed a mathematical

odel consisting of susceptible-infected-recovered-deaths (SIRDs) 

o analyze the outbreak of the coronavirus disease in China, Italy

nd France, the results describe that the recovery rate in the coun-

ries is the same, while the infection and mortality rates seem to

e different. Petropoulos and Makridakis [8] presented an objec-

ive approach to predict the continuation of global COVID-19 using

odels from the exponential smoothing family, the results provide

 forecast timeline for proper planning and decision making. 

Applied mathematical models, such as Gompertz and Logistic,

ave been used successfully to predict the number of infected with

OVID-19 in China, as demonstrated by: Jia et al [9] where three

athematical models were applied, including the Gompertz model

nd logistic model, to estimate the progress of COVID-19 in Wuhan,

https://doi.org/10.1016/j.chaos.2020.109946
http://www.ScienceDirect.com
http://www.elsevier.com/locate/chaos
http://crossmark.crossref.org/dialog/?doi=10.1016/j.chaos.2020.109946&domain=pdf
mailto:roconde@uv.mx
https://doi.org/10.1016/j.chaos.2020.109946
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China, the results of the mathematical models predict that the

COVID-19 will be over probably in late-April, 2020 in Wuhan. Cas-

torina et al. [10] developed the mathematical Gompertz and Lo-

gistic models to evaluate the effectiveness of containment in the

epidemic spread of COVID-19 in China, South Korea, Italy, and Sin-

gapore, the results of the models predict the maximum number

of infected individuals for each country studied, in order to main-

tain a strong containment policy. Ahmadi et al. [11] analyzed the

prediction of definitive cases of COVID-19 in Iran through mathe-

matical models, the results show that, by carrying out compliance

and public behavior interventions, it is possible to control and re-

duce the COVID-19 epidemic from April 28 th to July 2020 in Iran

through the Gompertz model. On the other hand, among compu-

tational models to simulate and predict non-linear behaviors, the

inverse Artificial Neural Network (ANNi) has recently excelled. In

the literature, the ANNi computational model has simulated and

predicted values of interest in engineering fields, as reported by:

Márquez-Nolasco et al. [12] developed two inverse artificial neu-

ral network models to simulate and estimate the internal heat and

outlet temperature of a thermal absorber. The results show a good

simulation of the process (R 

2 > 0.99) and through the estimation

it was possible to obtain higher values both in the internal heat

and in the outlet temperature with respect to those obtained ex-

perimentally. Abdallah el hadj [13] used the inverse artificial neu-

ral network to estimate the equilibrium temperature, equilibrium

pressure and critical temperature in the solubility of solid drugs

in carbon dioxide in critical properties. The results show that the

estimate obtained an average relative deviation of 1.1% when com-

pared with properties reported in the literature. 

Mexico has not escaped from the global pandemic, on Febru-

ary 27, 2020 the first patient with COVID-19 was reported in the

country, meanwhile the day 22 of April the cases had already over-

come the 10,0 0 0. Mexico is one of the country’s most prone to the

spread of the virus due to the number of patients who visit hos-

pitals daily. For example, patients with chronic hemodialysis con-

stitute a group at high risk of serious complications in case of pre-

senting infections, due to their immunosuppressed state and the

coexistence of significant comorbidities [14] . Likewise, other pa-

tients with various diseases are a potential spreading factor for

COVID-19, basically to the fact that they regularly go to check-ups

and wait in hospitals, exposing themselves to acquiring the infec-

tion. 

Beside of the implementation of several public policies, the evo-

lution of the epidemic in Mexico, has also motivated scientific re-

search. In this regard, it is worth mentioning that research related

to the estimation of the number of cases of COVID-19 becomes

relevant due to the need to anticipate the sufficient infrastructure

and specialized materials that are required to deal with treating

the disease, such as: ventilation units, masks for the protection of

health personnel, isolation rooms, among others. 

An example of the academic research that was accomplished in

Mexico is the one carried out by Cruz-Pacheco [15] where the ar-

rival of the infectious outbreak in Mexico was estimated for a date

between March 20 and 30, this estimate was made to strengthen

the hospital infrastructure and the training of human resources in

health. In addition, there are other studies about the evolution of

the number of cases in Mexico, some of them were presented at

the morning press conference of the Government of Mexico offered

on April 16, 2020 [16] , likewise, on April 13, 2020, researchers from

the Autonomous Metropolitan University [17] , offered an estimate

of the maximum number of expected daily cases and total esti-

mated cases at the end of the epidemic. However, as far as is

known, there is no published article, that uses and contrasts "tradi-

tional" methods such as the Gompertz and Logistic models (using

sigmoid functions), as well as modern methods such as direct and

inverse Artificial Neural Network model, in the modelling and pre-
iction of the number of confirmed cases of COVID-19 for México.

ikewise, few studies analyze the inflexion point of the total cases

urve, its growth rate and maximum level, which is why this arti-

le, when proposing alternative estimates, also tries to contribute

o the robustness analysis of the existing estimations. 

The predictions presented here are based on the data on the to-

al number of cases confirmed by the Ministry of Health and come

rom the "Daily Technical Report" [18] issued by the Mexican Min-

stry of Health. In order, to modelling the actual tendency in the

otal number of confirmed cases, predict the number of total cases

rom May 9 to 16, and predict the total number of cases at the

nd of the epidemic , mathematical and computational models are

roposed. 

The rest of this article is organized as follows: in the section

wo, details about the sources and characteristics of the data are

iscussed. In section three, the mathematical and computational

ethodologies are specified, containing two subsections: the first

edicated to explain the specifications of mathematical models

Gompertz and Logistic), and the second, dedicated to explain the

omputational Methodology, where the direct and inverse Artifi-

ial Neural Network model is presented. In section four the mod-

ling analysis and prediction results are presented, this section is

ivided into two: one presenting the models and the prediction

ased on Gompertz and Logistic models, and the other is about

he model and prediction based on inverse Artificial Neural Net-

ork. Finally, the last section presents the conclusions. 

. Data analysis 

This section contains details of where the data was obtained as

ell as some specific characteristics related to them. The data used

omes from the "Daily Technical Report" [18] issued by the Mex-

can Ministry of Health. Such report includes (among other data),

gures on the number of total COVID-19 confirmed cases nation-

ide. The data presented in the report comes in turn from the in-

ormation provided by the state health authorities. For each day,

he figures correspond to those reported up to 1:00 p.m. It’s very

mportant to mention that the data on confirmed cases, only in-

ludes those cases that were successfully detected and reported,

ut the real total confirmed cases of COVID-19 are probably much

igher (for example on the last April 8, 2020 the Ministry of Health

eclared that the total estimated confirmed cases could be around

.3 times higher than the cases that were effectively registered

19] ). 

Fig. 1 shows the daily data on COVID-19 confirmed cases na-

ionwide. This data includes 60 observations covering a period that

oes from February 27, 2020 to May 8, 2020. 

The figure shows values in a range that goes from 1 to 31,522

n a clear upward tendency. Considering the relative growth of

ases an interesting fact is reveled: in the first 40 days the aver-

ge growth rate on the number of cases is 25% per day, while in

he last 20 days the average growth rate is just around 7% (maybe

his could reflect at some extent the effects of containment policy

arried out by the Ministry of Health). 

The increasing levels of absolute growth suggest an exponen-

ial tendency with an average growth rate around 18% for the 72

bservations, this confirms what is showed by the empirical evi-

ence coming from several countries in earlier stages of the epi-

emic. However, it is important to mention that also the empirical

vidence shows how in later stages of the epidemic, the growth

ate on the total confirmed cases starts to slow down. These two

atterns in the behavior, give as a result a kind of "Sigmoid" func-

ion in the shape of the complete tendency. So that ́s why the Gom-

ertz, Logistic an ANNi models are proposed to model and predict

he confirmed cases. 
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Fig. 1. Confirmed Covid-19 Cases. 
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. Mathematical and computational methodology 

In this section, the specifications of the mathematical and com-

utational models to carry out the modeling and prediction of the

ases of COVID-19 infection are described. 

.1. Mathematical methodology: Gompertz and Logistic models 

.1.1. Specification of the mathematical models 

Mr. Gompertz [20] proposed in 1825 a model known as “Gom-

ertz Theoretical law of mortality”. Since then, the Gompertz

odel has been used to describe growth in plants, animals, bac-

eria, and cancer cells. 

Several re-parametrizations of this model have been made, one

f them described in [21] , that is very useful for analytic purposes,

s the following: 

d P g ( t ) 

dt 
= c g ln 

(
k g 

P g ( t ) 

)
P g ( t ) (1) 

On the other hand, the logistic growth model proposed by Ver-

ulst in 1838 [22] , can be expressed as a differential equation: 

d P l ( t ) 

dt 
= c l 

(
1 − P l ( t ) 

k l 

)
P l ( t ) (2) 

here: 

P g ( t ); P l ( t ) are the dependents variables in the models (the pop-

ulation variable in both models) 

c g ; c l are the parameters for the growth rate in the models 

k g ; k l are the maximum values of each model attained as t goes

to infinity 

Eqs. (1) and (2) are differential equations, that can be solved to

btain: 

 g ( t ) = k g e 
−e −c g ( t−T g ) 

(3) 

 l ( t ) = 

k l 
1 + e −c l ( t−T l ) 

(4) 

here: 

T g ; T l are the t values that correspond to the inflexion point of

he models (time at which the number of new confirmed cases per

ay begins to decrease) 
.1.2. Specification of the statistical models 

From the deterministic relationships proposed by the mathe-

atical models, the statistical relationships are formulated includ-

ng a stochastic error term, this in order to be able to perform the

mpirical estimation of the model’s parameters. 

For Gompertz model 

 gi = βg1 e 
−e 

−βg2 ( t i −βg 3 ) + ε gi (5) 

For Logistic model 

 li = 

βl1 

1 + e −βl2 ( t i −β l 3 ) 
+ ε li (6) 

here: 

βg 1 ; β l 1 are the parameter estimates for k g and k l 
βg 2 ; β l 2 are the parameter estimates for c g and c l 
βg 3 ; β l 3 are the parameter estimates for T g and T j 
and ɛ gi ; ɛ li are the error terms for each model and represent

the difference between the number of cases observed and

the number of cases predicted by each model. 

.1.3. Non-linear least-squares method 

From (5) and (6) equations, ɛ gi and ɛ li can be solved, to obtain: 

For Gompertz model 

 gi = P gi − βg1 e 
−e 

−βg2 ( t i −βg 3 ) 
(7) 

For Logistic model 

 li = P li −
βl1 

1 + e −βl2 ( t i −β l 3 ) 
(8) 

In order to find out the values 
∗
g1 , β

∗
g2 , β

∗
g3 , β

∗
l1 

, β∗
l2 

, β∗
l3 

that minimize the following sums of

he m square errors, corresponding to the m observations, for each

odel: 
m ∑ 

i =1 

ε gi 
2 and 

m ∑ 

i =1 

ε li 
2 

From an initial approximation and using the Gauss-Newton al-

orithm for the solution of non-linear least-squares problems, the

alues β∗
g1 , β

∗
g2 , β

∗
g3 , β

∗
l1 

, β∗
l2 

, β∗
l3 

that minimize such sums can

e found. All calculations were carried out with Stata. 

.2. Computational methodology: direct and inverse Artificial Neural 

etwork 

The direct and inverse Artificial Neural Network model is a set

f coupled computational models that allow modeling and extrap-
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olating values through a series of representative data. For the de-

velopment of ANNi model, it is necessary to apply the coefficients

obtained during the learning of an Artificial Neural Network (ANN)

model in order to propose an objective function [23] . The steps to

apply the computational methodology are the following: 

3.2.1. Propose an ANN model 
The ANN model is developed using a three-layer architecture.

In the input layer, each input parameter ( In ) is assigned a weight
factor ( Wi ) and the sum of these, a factor known as bia ( b 1 ) is
added. In the hidden layer, a transfer function is applied to rep-
resent an internal output. In the output layer, the weighted sum
of the signals provided by the hidden layer is calculated and out-
put coefficients ( Wo and b2 ) are added to generate a simulated
value. The following Eq. (9) represents an ANN model using a
tangential-sigmoidal function (TANSIG) on the hidden layer and a
linear transfer function (PURELIN) the output layer: 

Out = 

S ∑ 

s =1 

[ 

W o ( s ) 

( 

2 

1 + exp 
(
−2 

(∑ K 
k =1 

(
W i s,k × I n k 

)
+ b 1 ( s ) 

)) − 1 

) ] 

+ b2

(9)

Where: s is the neurons number in the hidden layer, k is the

neurons number in the input layer and Out is the modeled value. 

Generally, to carry out the learning a Levenberg-Marquardt al-

gorithm is used due to its precision and speed when adjusting the

coefficients to obtain the desired output [24] . All calculations were

carried out with Matlab mathematical software with the ANN tool-

box. The input data were divided into subsets of training, valida-

tion, and testing, where each contained 60%, 20%, and 20% of ran-

domly selected samples, respectively. For training, the input and

output variables were normalized. The output values were divided

by 10 0 0 and the input values were normalized in an interval of

[0.1-0.9] applying the following Eq. (10) : 

x i,Norm 

= 0 . 8 ×
(

X i,Real − X min 

X max − X min 

)
+ 0 . 1 (10)

3.2.2. Approach of the ANNi model 
Once the ANN model has been developed, it is inverted to

propose an objective function. This approach allows extrapolat-
ing input values ( In x ) from a desired output ( Out ). The following
Eq. (11) represents an objective function: 

F un ( I n x ) = b2 − Out + 

S ∑ 

s =1 

×
[ 

W o ( s ) 

( 

2 

1 + exp 
(
−2 

((
W i s,k × I n x 

)
+ 

∑ K 
k =1 

(
W i s,k × I n k 

)
+ b 1 ( s ) 

)) − 1 

) ] 

(11)

3.2.3. Resolution of the objective function 

Once the ANNi model has been proposed, it is necessary to ap-

ply an optimization algorithm to find the values that solve the ob-

jective function in the shortest possible time. In this work, a ge-

netic algorithm (GA) was coupled due to its search capacity and

reasonable response time [25] . All calculations were carried out

with Matlab mathematical software with the optimization toolbox.

3.3. Statistical criteria applied to the models 

The Coefficient of Determination R 

2 is applied to specify the fit

of the observed data and the modeled ones. 

R 

2 = 1 −
∑ n 

i =1 

(
x out, obs ( i ) − x out,model ( i ) 

)2 

∑ n 
i =1 

(
x out, obs ( i ) − x̄ out ,obs 

)2 
(12)
Where x out , obs = 

1 
n 

∑ n 
i =1 x out , obs (i ) , is the average output value

btained by the model, and x out, obs is the observed output value. 

. Modeling analysis and prediction results 

.1. Modeling and prediction based on Gompertz and Logistic models 

Eq. (13) shows the estimated Gompertz model ̂ 

 gi = 469916 . 6 e −e −0 . 0208709 ( t i −119 . 7037 ) 
(13)

here: 

̂ P gi : is the number of total estimated COVID-19 cases for each

day t i 
469916.6 is the number of maximum estimated COVID-19 cases

at the end of the epidemic 

0.0208709 is the estimated growth rate of total COVID-19 cases 

119.7037 is the time at which the maximum number of new

daily cases is expected to occur 

Fig. 2 shows the observed data on total COVID-19 cases, as well

s the estimated data by Gompertz model from February 27 th , to

ay 8 th . The estimates of the model show a good fit as is indicated

y an R 

2 coefficient of 0.9998. 

Regarding to the predicted values of the model for the period

hat goes from May 9 th , to May 16 th , Fig. 3 shows predicted value

f 47,576 on May 16 th . 

Also, this model predicts that the maximum number of total

ases at the end of the epidemic (469,917) will be reached. 

On the other hand, Eq. (14) shows the estimated Logistic model

̂ 

 li = 

59470 . 15 

1 + e −0 . 100822 ( t i −71 . 19428 ) 
(14)

here: 

̂ P li : is the number of total estimated COVID-19 cases for each

day t i 
59, 470.15 is the number of maximum estimated COVID-19

cases at the end of the epidemic. 

0.100822 is the estimated growth rate of total COVID-19 cases. 

71.19428 is the time at which the maximum number of new

daily cases is expected to occur. 

Fig. 4 shows the observed data on total COVID-19 cases, as well

s the estimated data by Logistic model from February 27 th , to May

 

th . The estimates of the model show a good fit as is indicated by

n R 

2 coefficient of 0.9996. 

Regarding to the predicted values of the model for the period

hat goes from May 9 th , to May 16 th , Fig. 5 shows a predicted value

f 42,131 on May 16 th 

Also, this model predicts that the maximum number of total

ases at the end of the epidemic (59,470) will be reached by the

ay 199, that is on September 12 th . 

Comparing Gompertz and Logistic models is very easy to note

hat the Logistic model results seems to be more plausible, consid-

ring the total number of cases at the end of the epidemic, also the

nflexion point estimated by Logistic model (May 8 t h ) is according

o that forecasted by the Ministry of health (May 8 th ), whereas ac-

ording to the Gompertz Model, the inflexion point will be pre-

ented until June, 25 th . So, Logistic model is the preferred over the

ompertz model. 

.2. Modeling and prediction based direct and inverse artificial 

eural network 

An ANN model with seven neurons in the hidden layer and us-

ng a TANSIG function was able to model the number of COVID-19
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Fig. 2. Comparison between COVID-19 confirmed cases and those modeled by the Gompertz model. 

Fig. 3. Application of the Gompertz model to predict the number of COVID-19 cases from May 9 th to 16 th . 

Fig. 4. Comparison between COVID-19 confirmed cases and those modeled by the Logistic model. 
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Fig. 5. Application of the Logistic model to predict the number of COVID-19 cases from May 9 th to 16 th . 

Table 1 

Obtained parameters of weights and biases for the ANN model. 

Number of neurons (s) Weights Bias 

Hidden layer (Wi) Output layer (Wo) b1 b2 

1 -17.2423 13.7590 30.3522 21.7621 

2 4.2360 34.9032 -3.9582 

3 130.9209 0.3591 -94.4942 

4 25.3984 0.3621 -14.0726 

5 -53.5445 -0.1005 22.9163 

6 -32.9832 -0.0522 11.2251 

7 -6.2240 0.2387 1.8207 

s is the number of neurons in the hidden layer 

Fig. 6. Comparison between the COVID-19 confirmed cases and those modeled by the ANN model. 
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infected registered until May 8 th . Table 1 shows the coefficients of

weights and bias obtained during training. 

The coefficients obtained are integrated into the following

Eq. (15) to model the number of positive cases (N °) for COVID-19

infection: 

N 

0 = 

S ∑ 

s =1 

[ 

W o ( s ) 

( 

2 

1 + exp 

(
−2 

(
W i ( s ) × ln + b 1 ( s ) 

)) − 1 

) ] 

+ b2 

(15)

Fig. 6 shows the observed data on total COVID-19 cases, as well

as the estimated data by ANN model from February 27 th , to May
 

th . The agreement between the confirmed and the modeled cases

as satisfactory, obtaining a value of R 

2 = 0.9999. 

To carry out the prediction, an ANNi model was developed

ased on a similar procedure to that reported by Márquez et al.

12] . To predict the number of positive cases for the period that

oes from May 9 th to 16 th , the following objective function was

roposed using the coefficients presented in Table 1: 

 un ( I n x ) = b2 − N 

o 

+ 

S ∑ 

s =1 

[ 

W o ( s ) 

( 

2 

1 + exp 

(
−2 

(
W i ( s ) × I n x + b 1 ( s ) 

)) − 1 

) ] 

(16)
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Fig. 7. Application of the ANNi model to predict the number of COVID-19 cases from May 9 th to 16 th . 
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Where: In x represents the number of days to extrapolate and N °
epresents the total number of positive cases of COVID-19. 

The genetic algorithm was applied to search the total number

f positive cases for COVID-19 with respect to the number of ex-

rapolated days. Fig. 7 shows the prediction of the number of cases

y COVID-19 to be presented on May 16 th obtained by ANNi. 

Regarding to the predicted values of the model for the period

hat goes from May 9 th , to May 16 th , Fig. 7 shows a predicted value

f 44,245 on May 16 th . Comparing the computational model with

he mathematical models, better modeling is denoted by the ANN

odel. Finally, this model predicts that the maximum number of

otal cases at the end of the epidemic (70,714) will be reached by

he day 133, that is on July 8 th . The inflexion point will be pre-

ented until May 12 th . 

. Conclusions 

In this paper are applied two mathematical models and a com-

utational one, in order to estimate the COVID-19 cases. The re-

ults of the modelling show a good fit between the estimated and

he observed data on total confirmed cases, given as a result an R 

2 

f 0.9998, 0.9996 and 0.9999 for Gompertz, Logistic and Artificial

eural Networks models, respectively. Also, for May 16 th a total of

7,576, 42,131 and 44,245 cases are predicted by each model. For

he end of the epidemic a total of 469,917, 59,470 and 70,714 cases

re predicted by each model. It ́s important to mention that Logis-

ic model, predicts a maximum of 1,498 new daily cases by May

 

th (that is the inflexion point of the total cases curve),the Gom-

ertz model, predicts a maximum of new daily cases of 3,607.90

y June 25 th , the inverse Artificial Neural Network predicts a max-

mum of new daily cases of 1,665 by May 12 th , whereas the Min-

stry of Health has estimated May 8 th as the date for which the

aximum of new daily cases will be attained. 

The predicted results from the models could differ in a signifi-

ant way from the observed ones, if there is a change in the com-

ng days due to various testing strategies, social-distancing poli-

ies, reopening the community, or stay-home policy, the predicted

eath tolls will definitely change. Obviously, further analysis in

roader validation of this conclusion is needed by updating the

eal current COVID-19 data into the model. 
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