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Abstract. Early identification and classification of pulmo-
nary nodules are essential for improving the survival rates 
of individuals with lung cancer and are considered to be key 
requirements for computer‑assisted diagnosis. To address this 
topic, the present study proposed a method for predicting the 
malignant phenotype of pulmonary nodules based on weighted 
voting rules. This method used the pulmonary nodule regions 
of interest as the input data and extracted the features of the 
pulmonary nodules using the Denoising Auto Encoder, 
ResNet‑18. Moreover, the software also modifies texture and 
shape features to assess the malignant phenotype of the pulmo-
nary nodules. Based on their classification accuracy (Acc), the 
different classifiers were assigned to different weights. Finally, 
an integrated classifier was obtained to score the malignant 
phenotype of the pulmonary nodules. The present study included 
training and testing experiments conducted by extracting the 
corresponding lung nodule image data from the Lung Image 
Database Consortium‑Image Database Resource Initiative. The 
results of the present study indicated a final classification Acc 
of 93.10±2.4%, demonstrating the feasibility and effectiveness 
of the proposed method. This method includes the powerful 
feature extraction ability of deep learning combined with the 
ability to use traditional features in image representation.

Introduction

Lung cancer is one of the most common types of malignant 
tumor globally. According to cancer statistics, 2,093,000 
new lung cancer cases were reported in 2018 (1), accounting 
for 12.22% of total cases cancer worldwide. A total of 
1,761,000 patients died due to lung cancer in 2018, which 

represents 19.78% of total mortality due to cancer in the same 
period (1). In general, >80% of cases of lung cancer are attrib-
uted to non‑small cell lung cancer (2). Early‑stage non‑small 
cell cancer usually occurs in the form of pulmonary nodules, 
which are not readily detected, and are often asymptomatic 
prior to excessive proliferation. This leads to frequent misdi-
agnoses. Lung database computed tomography (LDCT) is an 
effective screening method for pulmonary nodules due to its 
low radiation and price. Automatic detection and diagnosis of 
pulmonary nodules from chest CT images usually includes 
segmentation of the pulmonary parenchyma from the CT 
images, detection of suspected nodules in the parenchyma of 
the lung, extraction of the characteristics of pulmonary nodules 
and classification of the pulmonary nodules, which is the key 
step in supplying supplementary suggestions for diagnosis.

When making a diagnosis using medical imaging, physi-
cians rate the characteristics (texture, margin, lobulation and 
calcification) of pulmonary nodules using empirical and subjec-
tive methods to determine their malignant phenotype (3‑7). This 
method is subjective and highly dependent on the physician's 
experience. Concomitantly, physical examination and imaging 
of lung nodules is becoming increasingly onerous and pres-
ents a major challenge for physicians, affecting the diagnostic 
classification accuracy (Acc) of lung nodules. The continuous 
development of machine learning has enabled the application 
of advanced learning techniques in the research and diagnosis 
of a number of diseases (8‑17). The information derived from 
lung nodule image data can be combined with machine learning 
in order to investigate the association between lung cancer 
incidence and clinicopathological features  (18). Supervised 
machine learning uses the correspondence between data and 
labels to derive a mapping association between them, whereas 
unsupervised machine learning is used in cases where samples 
cannot be effectively classified, such as in the absence of suffi-
cient prior labels. The automated rating of lung nodules using 
machine learning can improve the efficiency of inspections 
while reducing human error (19).

The present study proposed a method based on ensemble 
learning designed to classify the malignant levels of pulmonary 
nodules, using features such as morphological texture features 
(TF) and deep semantic features. These approaches are more 
suitable than previous computer‑aided diagnosis (9‑18) for clin-
ical practice and replace a single identification method that can 
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only distinguish between benign and malignant nodule states. 
As the precision of a single classifier (9‑13) is not high and does 
not meet the clinical diagnosis requirements, the present study 
used the ensemble learning method to integrate three single clas-
sifiers according to certain strategies, namely comprehensive 
analysis of the characterization information of lung nodules and 
automatic assignment of the lung nodule malignancy, in order to 
improve the Acc. The training and testing protocols used in the 
present study included datasets from the Lung Image Database 
Consortium Image Database Resource Initiative (LIDC‑IDRI). 
Radiologists assigned the corresponding features of pulmo-
nary nodule lesions according to the image files of each study 
example (20,21).

The results of the present study demonstrated that the 
specific characteristics of CT images and pulmonary nodules 
can be used to quantitatively evaluate lung nodule features 
based on weighted voting, which differs from the previous 
classification of the benign and malignant pulmonary nodule 
algorithm. This process automatically scores the malignant 
phenotype levels of the lung nodules. In addition, the computer 
tomographic image features and the different semantic features 
are matched. The correspondence between different modalities 
can be used to design a more precise personalized treat-
ment plan. Furthermore, a scheme is proposed for ensemble 
learning of different classifiers by training multiple classifiers, 
combining them according to the determined integration 
strategy and comprehensively assessing the final result. The 
feasibility of the proposed method was demonstrated in the 
LIDC‑IDRI dataset and was compared with state‑of‑the‑art 
methods for pulmonary nodule diagnosis and assessment.

Materials and methods

The materials and methods section describes the proposed 
method for classification of pulmonary nodules using ensemble 
learning. Characteristics of pulmonary nodules were extracted 
using techniques such as the Convolutional Neural Networks 
(CNN) features of supervised machine learning methods, the 
Denoising Auto Encoder (DAE) features of unsupervised 
machine learning methods and the Texture Feature (TF) and 
Shape Feature (SF) of lung nodules. CNN, autoencoder and TF 
and SF techniques were combined with the weighted voting 
model to predict the semantic feature scores of the lung nodules. 
According to the classification error rate of the sub‑classifier, 
the weights of different classifiers were determined, and the 
integrated model lung nodule classification was obtained to 
determine malignant phenotype level (Fig. 1).

Lung nodule data. The lung CT datasets selected in the present 
study were obtained from LIDC‑IDRI  (22) (https://wiki.
cancerimagingarchive.net/display/Public/LIDC‑IDRI). The 
LIDC‑IDRI dataset contained a total of 1,018 CT images of 
patients with relevant clinical information. These CT images 
were marked by four physicians to indicate the location of 
the lung nodules, the edge contour information, the degree of 
benign and malignant characteristics and the quantitation of 
different signs. Pulmonary nodules with different malignant 
phenotypes exhibited a number of morphological character-
istics. In the LIDC‑IDRI dataset, the malignant phenotype 
of the lung nodules was quantified by the physician using 

specific numbers and the quantification range was set to 1‑5, 
according to the definition of dataset (14,16). The probability 
of malignancy was indicated as follows: i) Malignancy 1, 
high probability of being benign; ii) malignancy 2, moderate 
probability of being benign; iii) malignancy 3, indetermi-
nate probability being benign; iv) malignancy 4, moderate 
probability of being malignant; and v) malignancy 5, high 
probability of being malignant.

As nodules in the lung parenchyma are generally small in 
diameter, the remaining parts of the CT image may affect the 
classification results; therefore, the lung nodule images were 
extracted according to the required annotations. The annota-
tion file records comprised the edge information used by the 
doctor to mark the position of the nodule. Based on the edge 
information, the center position of the nodule was determined 
and a 64x64 pixel2 image located at the center of the lung 
nodule was obtained as experimental data. The computer‑aided 
diagnostic system automatically extracts the characteristics of 
the pulmonary nodules and assesses the malignant phenotype 
of the nodules, which improves the prediction efficiency. In 
the present study, the LIDC‑IDRI dataset was used for model 
training. Initially, the 64x64 pixel2 regions of interest (ROI) 
containing the pulmonary nodules were extracted according 
to the annotation file. The extracted ROI images of the 
pulmonary nodules were used as the input of the three models, 
and the corresponding pulmonary malignant phenotype of 
the nodule was extracted. 

Pulmonary nodule feature extraction using unsupervised 
learning. The autoencoder  (23) is an unsupervised learning 
method that automatically maps input data into the hidden layers 
and reconstructs the output of the hidden layers to the same shape 
as the raw input data. It locates hidden features from specific 
inputs and extracts them to represent the original input. The 
process from the input to the hidden layers is known as encoding, 
whereas the process of reconstruction from the hidden layers 
is known as decoding. The difference between the raw and the 
reconstruction input data is the reconstruction error. The autoen-
coder assumes that the distribution representation of the hidden 
layers can capture the main factors of change within the data.

Following lung nodule extraction using the DAE, the 
Softmax function was used to classify the nodular malignancy, 
assuming the training sample {(x1,y1), (x2,y2), …, (xn,yn)}, where 
xi is the lung nodule image data, and yi is the corresponding 
malignancy score. The classification of a lung nodule by 
the Softmax function requires estimation of the probability 
corresponding to each malignancy score. The formula used to 
calculate the probability was:

	 (1),

where ω is a parameter used in the model. The degree of 
malignant phenotype corresponding to the probability value 
was selected as the predicted malignancy of the lung nodule 
image xi. The process and feature extraction by Denoising 
Autoencoder (Fig. S1) are further described in Data S1.

Pulmonary nodule features extraction using supervised learning. 
CNN is a feedforward deep neural network, which consists of 
convolution operation. CNN calculates matching levels between 
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the images and labels by extracting the feature representation 
of images (24‑27). The deeper of network layers is, the stronger 
CNN representation is; however, it has been shown that the 
network degenerates as CNN increase in depth, and this increase 
results in a decrease in Acc. ResNet network is another typical 
CNN that adds a shortcut connection and an identity map to the 
network using residual learning (27). The extraction capability 
of network features is enhanced, and the network performance 
gradually improves as the network deepens (25).

In the present study, the sum of the cross‑entropy loss 
function and the regularization loss function were used as the 
loss function of the residual network:

	 (2),

where yi is the true label of the pulmonary nodule, ŷi is the 
prediction label for the pulmonary nodule, p is the regu-
larization factor and θ, the network model parameter. The 
features extracted using ResNet‑18 were also classified using 
the Softmax function. The process of feature extraction by 
ResNet-18 (Fig. S2) and the hyper-parameters of ResNet-18 
(Table SI) are further described in Data S2.

Pulmonary nodule classification by handcrafted features. The 
handcrafted features of the pulmonary nodules were used to clas-
sify the lung nodules. Due to the particularity of the medical images, 
only SF and TF were used to classify the lung nodules (28,29). The 

geometric parameter method was used to determine the shape of 
the lung nodules, and the Gray Level Co‑occurrence Matrix was 
used to determine the texture of the nodules.

Following extraction of TF and SF, the extracted features 
were concatenated using a set of feature vectors. The 
multi‑class machine learning method was selected to clas-
sify the features of the lung nodules. In the present study, the 
K‑Nearest Neighbor (KNN) method was selected to classify 
the extracted handcrafted features. KNN is a method for clas-
sifying targets based on feature space training examples, and 
consists of two components, learning and classification. In 
the present study, five grades were used for the classification 
of the malignant phenotype and an additional five categories 
were employed as vectors. All candidate feature vectors were 
classified by KNN and divided into five categories, repre-
senting the five malignancy grades. The process and some 
typical handcrafted features (Fig. S3) are further described 
in Data  S3

Weighted voting method based on classification error 
rate. The three feature methods of unsupervised learning, 
supervised learning and handcrafted feature combination 
exhibited different classification abilities for the classification 
task, and different classification performances. If a single clas-
sifier is used alone, the generalization ability of the classifier 
may not be strong. Three classifiers were combined by certain 
rules and the combined model could make full use of the 

Figure 1. Flow chart of the proposed method used in the present study. LIDC, Lung Image Database Consortium.
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features extracted by the three methods. This approach may 
improve the Acc and generalization ability of the model and 
could decrease the risk of the model leading to local minimum 
points in the learning task during the training process. Fusion 
of the multi‑classifiers resulted in cascade and parallel forms. 
The parallel mode adjusts the base classifiers into a parallel 
action. Therefore, in the present study, the three classifiers 
were combined in parallel.

Using parallel fusion, weighted voting was based on 
the error rate  (30‑32). The ensemble classification model 
can utilize the features of each classifier and further ensure 
flexibility between the different feature coefficients of each 
classifier (Table I).

Evaluation criteria. In the present study, models were 
assessed based on accuracy (Acc), precision (Pre) and sensi-
tivity (Sen). Acc is the correct proportion of the total sample, 
indicating the classification ability of the models. Pre is the 
positive predictive value, representing the proportion of true 
positives in the positive samples. Sen is the true positive 
rate, which is the proportion required to make a true positive 
prediction. Larger values indicate a better performance of 
classification. The calculation formula used were as follows:

	 (3);

	 (4);

	 (5).

The pulmonary nodule classification was defined by the 
following parameters: TPi (true positive) indicated the prob-
ability that the malignancy i was classified as I; FNi (false 
negative) indicated the probability that the malignancy i was not 
classified as I; FPi (false positive) indicated the probability that 
a malignancy that was not i was not classified as I; and TNi 
(true negative) indicated the probability that a malignancy that 
was not i was classified as i (i=1, 2, 3, 4 and 5). The detailed 
data description and some nodule samples (Fig. S4) are shown 
in Data S4. In order to determine sensitivity and accuracy 
trends, receiver operating characteristic (ROC) curves and area 
under the curve (AUC) values were generated (Fig. 2). The ROC 
curves comprehensively demonstrate the association between 
precision and sensitivity, while the AUC value is the area under 
ROC curves. The larger the AUC value, the better the classifier 
performance (32).

Results

Classification results of different classifiers. The proposed 
method exhibited an average Acc of 93.10%, a Pre of 83.85% 

 Table I. Weighted voting algorithm based on classification error rate.

Algorithm 1 Weighted voting algorithm based on classification error rate



ONCOLOGY LETTERS  20:  401-408,  2020 405

and a Sen of 81.75% for identification of the malignant 
phenotype of the lung nodules in the test set (Table II).

During the training phase, 10‑fold cross‑validation was 
used to obtain the Acc of the three classifiers. ResNet‑18 
exhibited high Acc, whereas DAE exhibited notably stable 
Acc (Fig. 3). Although the Acc of the handcrafted features was 
relatively low, it could describe the specific morphological and 
TF of the pulmonary nodules. In order to validate these find-
ings, an ablation experiment was performed by removing the 
single methods (Table III).

Comparative experiment. The present study further compared 
the performance of the proposed method based on the 
weighted voting classification method and similar classification 
methods (13,33‑36) used under the same conditions (Table IV).

The results indicated that the Acc, Sen and AUC of the 
classification of the malignant phenotype of the pulmonary 
nodules were optimal in the methods used in the present 
study. The proposed method exhibited a higher classification 
performance regarding the pulmonary nodules, which could 

be used for their accurate assessment, thereby supplying an 
auxiliary suggestion for the judgment of the medical practi-
tioner. The Pre of the method used in the present study was 
lower compared with the Multi‑Crop CNN (MC‑CNN) 
method proposed by Shen et al (34), as MC‑CNN captures 
more prominent features of the nodule via multiple cropping 
strategies. However, MC‑CNN reduces Sen to ensure Pre and 
does not improve the classification Acc of pulmonary nodules. 
Therefore, complex convolution networks may result in longer 
time periods.

Different CNN models. In the present study, a number of 
common supervised CNN models were selected for comparison, 
namely, GoogleNet, VGGNet and SENet (24‑26). The CNN 
models were compared using different pre‑training processes 
with the ResNet‑18 under the same conditions (Table V).

Discussion

Magnetic Resonance Imaging (MRI) uses a magnetic field to 
obtain electromagnetic signals from the body and reconstruct 

Table II. Classification results of different malignant pulmonary nodules from the Lung Image Database Consortium‑Image 
Database Resource Initiative.

Malignancy level	 Accuracy, %	 Precision, %	 Sensitivity, %

1	 93.70	 88.92	 76.25
2	 92.70	 72.11	 82.37
3	 93.60	 84.30	 84.71
4	 92.22	 81.42	 81.82
5	 93.33	 89.18	 83.06
Totals	 93.10	 83.85	 81.75

Figure 3. Classification performance of three basic classifiers. The box repre-
sents the range from Q1 value to Q3 value and the dotted line represents the 
lower limit and upper limit. ResNet had the highest accuracy and Denoising 
Auto Encoder had the highest precision within the three classifiers. The clas-
sifier with the Handcraft feature was more stable compared with the other 
two classifiers. Q1, lower quartile; Q3, upper quartile.

Figure 2. Receiver Operating Characteristic curves of three basic classifiers. 
The horizontal axis indicates the false positive rate and the vertical axis indi-
cates the true positive rate. The diagonal line represents the pure opportunity 
line, which is considered the reference line. The AUC values of ResNet‑18, 
Handcraft feature and Denoising Auto Encoder were 0.85, 0.72 and 0.74, 
respectively, which was considered significant for nodules classification. 
AUC, area under the curve.
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these signals into images. As lung tissue is rich in gas, the 
effectiveness of lung MRI is poor. Positron Emission CT 
(PET‑CT) uses the Compton effect in order to reconstruct 
images. However, its use of radiation increases the risk of lung 
cancer. CT uses precise and collimated X‑ray beams to scan 
the body and conduct tomography. CT is suitable for screening 
human respiratory diseases due to its high‑density resolu-
tion (37). The radiation dose of LDCT is only 26% of that of 
conventional CT, and LDCT can therefore decrease the inci-
dence of side effects, compared with MRI and PET‑CT (38). 
It is therefore suitable for screening patients with lung cancer, 
especially non‑small cell lung cancer.

For each characteristic of the pulmonary nodules, the 
appearance was different. Direct observation of the location of 
the pulmonary nodules or analysis of their malignant pheno-
type from the image is considered a difficult task. The key 
features of the vectors were extracted, in order to represent 
nodules for classification; however, the characteristics of the 
nodules varied, thus making the task difficult. With regards 
to nodule images, the supervised learning approaches can 
automatically extract different features of nodules according 

to the nodule's labels (benign and malignant). The advantage 
is that it can identify different categories of nodules according 
to given labels, without manual intervention. On the other 
hand, DAE also can extract effective features of nodules 
through back‑propagation algorithm and gradient descent 
algorithm (23). The autoencoder can find the specific latent 
vectors from sample sets and extract it for classification. DAE 
have the ability to preserve the local and global structure of 
highly nonlinear networks, thus it can be better applied to 
nodules classification tasks. The handcrafted features, TF and 
SF reflect the information of the surface and appearance of the 
nodules, respectively; however, they are unable to completely 
reflect the essential attributes of the nodules in classification 
alone, thus these features need to be used in combination (39).

The present study proposed a method for classifying the 
malignant phenotype of pulmonary nodules on chest CT 
images. Initially, ResNet‑18 and DAE were used to classify 
lung nodules and KNN was used to classify the SF and TF of 
these nodules. To get better classification results, we ensemble 
single classifier according to the classification error rate of 
the three classifiers, the ensemble model was integrated with 

Table V. Comparison of classification performance for different CNN models.

Convolutional neural network model	 Accuracy, %	 Precision, %	 Sensitivity, %

Plain‑18	 66.75	 65.30	 66.00
ResNet‑18	 87.15	 84.10	 85.65
ResNet‑50	 85.75	 69.75	 69.25
GoogleNet	 86.20	 79.00	 79.50
VGGNet‑16	 86.30	 85.25	 80.90
SENet	 87.00	 83.35	 84.80

Table III. Experimental results of the pairwise method.

Method	 Accuracy, %	 Precision, %	 Sensitivity, %

ResNet + Denoising Auto Encoder 	 80.27	 82.10	 73.45
ResNet + KNN	 79.87	 69.73	 77.95
Denoising Auto Encoder + KNN	 82.59	 75.11	 80.80

KNN, K‑nearest neighbor.

Table IV. Performance comparison of different pulmonary nodule classification methods.

Method	 Accuracy, %	 Precision, %	 Sensitivity, %	 Area under curve

Zinovev et al (33)	 68.50	 69.66	 73.45	 0.72
Shen et al (34)	 82.12	 84.10	 78.65	 0.78
Rodrigues et al (35)	 73.45	 75.20	 79.20	 0.75
Kumar et al (13)	 71.30	 69.73	 77.95	 0.74
Sun et al (36)	 72.80	 75.11	 80.80	 0.77
Proposed	 93.10	 83.85	 81.75	 0.82
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three classifiers using weighted voting. A total of 4,578 lung 
nodule images were extracted from the LIDC‑IDRI dataset to 
verify the validity of the method. Following data balancing 
and data augmentation, data were obtained from 20,000 
images. In the final model, Acc, Pre and Sen reached 93.10, 
83.85 and 81.75%, respectively. The overall performance 
was higher than that of state‑of‑the‑art methods (13,29‑32). 
In the present study, these data were compared with the 
different CNN models and ResNet‑18. It was demonstrated 
that the classification performance of ResNet‑18 was 
higher than that of the other CNN models. Therefore, the 
proposed classification method for the malignant phenotype 
of pulmonary nodules decreases the time and cost of CT 
imaging, increases the Acc of assisted lung cancer diagnosis, 
offers auxiliary support during diagnosis and improves the 
efficiency of lung cancer screening in hospitals.

Lung cancer automatic judgment is important but difficult 
as it predominantly includes detection, segmentation and 
evaluation (40). The present study successfully identified the 
classification of multi‑class nodules, which is the first step of 
lung cancer judgment. Prospective studies will focus on lung 
tumor prediction and segmentation.
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