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ABSTRACT

Objective: The goal of this study was to explore whether features of recorded and transcribed audio communi-

cation data extracted by machine learning algorithms can be used to train a classifier for anxiety.

Materials and Methods: We used a secondary data set generated by a clinical trial examining problem-solving

therapy for hospice caregivers consisting of 140 transcripts of multiple, sequential conversations between an in-

terviewer and a family caregiver along with standardized assessments of anxiety prior to each session; 98 of

these transcripts (70%) served as the training set, holding the remaining 30% of the data for evaluation.

Results: A classifier for anxiety was developed relying on language-based features. An 86% precision, 78% re-

call, 81% accuracy, and 84% specificity were achieved with the use of the trained classifiers. High anxiety inflec-

tions were found among recently bereaved caregivers and were usually connected to issues related to transi-

tioning out of the caregiving role. This analysis highlighted the impact of lowering anxiety by increasing

reciprocity between interviewers and caregivers.

Conclusion: Verbal communication can provide a platform for machine learning tools to highlight and predict

behavioral health indicators and trends.
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INTRODUCTION

Computational techniques have emerged to that enable the use of

speech and language cues (a largely untapped data source) to gain in-

sight into human behavior and health over time. Narayanan and

Georgiou1 use the term behavioral signal processing to refer to a suite

of computational tools that enable automated measurement of com-

munication behaviors (eg, recorded conversations) with the goal of

extracting mathematical quantities from the continuous audio record-

ing to measure and model specific behavioral markers. Baucom et al2

highlighted the potential of recorded couple interactions to assess be-

havioral and cognitive markers of risk for suicide among US Army

National Guard personnel. Using transcripts of recorded interviews,

automatic speech analysis also has been utilized to establish predic-

tors of psychotic disorders in young adults.3 Konig and colleagues4

demonstrated that automatic speech analysis is a viable approach to

detecting the presence of early-stage dementia. Similarly, Nasir et al5

conducted a series of experiments to demonstrate that predictions of

relationship outcomes obtained directly from vocal acoustics based

on recordings of conversations by couples in distressed relations were

comparable to those obtained using human-related behavioral codes.

These studies, while still in an exploratory stage, demonstrate

the potential of creating powerful tools that can provide interpret-

able communication feedback in real time, allowing the detection of

communication behaviors of individuals at greater risk for adverse
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outcomes. One such population includes family caregivers of per-

sons with a serious illness, where the stress and demands on the

caregiver over time have been found to affect caregivers’ own mor-

tality and morbidity.6 Family caregivers represent a significant pop-

ulation of care providers; there are over 40 million family caregivers

in the US providing 37 billion hours of care with close to $500 bil-

lion in unpaid contributions to care.7 Healthcare costs for caregivers

have been found to be 8%–10% higher than for noncaregivers.8

Caregivers of patients at the end of life, more specifically, often re-

port feeling isolated and rate their communication with healthcare

providers as poor. This includes an inability to receive meaningful

support which, along with the patient’s health deterioration and an-

ticipatory grief, increases their anxiety.9

The purpose of this study is to demonstrate a proof of concept as

to whether features of recorded and transcribed audio communica-

tion data extracted by machine learning algorithms can be paired

with standardized behavioral health assessment. The data set we

used for our proof of concept constituted a series of transcribed con-

versations with family caregivers of hospice patients as they discuss

challenges they face in their caregiving role over time, combined

with standardized assessments of self-reported anxiety levels. We

hypothesized that positive sentiment in these conversations might be

correlated with lower anxiety scores and that, if the subject’s lan-

guage mirrored that of the interviewer’s, this might suggest a deeper

connection between the interviewer and subject which might lead to

improved outcomes. This study is a first step in creating and opti-

mizing a tool that can provide real-time diagnostic support and clini-

cal feedback based on dyadic communication sessions.

METHODS

Sample
We used a secondary data set generated by a randomized clinical

trial examining the role of problem-solving therapy for hospice care-

givers. The intervention tested was called PISCES (Problem solving

Intervention to Support Caregivers in End of life care Settings). Two

large hospice agencies in the Pacific Northwest participated in the

project. Inclusion criteria for caregivers were the following: a) a

family/informal caregiver of a hospice patient of 1 of the participat-

ing hospice agencies; b) 18 years or older; c) access to a standard

phone line or computer with Internet access; d) sufficient hearing for

telephone or Internet conversations as assessed by the research staff;

e) proficient in English with at least a 6th grade education. The 3-

session protocol for PISCES involved 5 steps: adopting a positive at-

titude, defining the problem, creating alternatives, predicting conse-

quences, and trying a solution. Each session lasted approximately 45

minutes. The main findings of this clinical trial and details of the in-

tervention protocol are provided elsewhere.10

PISCES sessions were audio-recorded and transcribed. These

transcripts of multiple, sequential conversations between an inter-

viewer (interventionist) and the subject (family caregiver) provided

the training data set for this study. For each subject, there were be-

tween 1 and 4 transcripts of sessions typically spaced apart by 1–3

weeks. Family caregivers’ anxiety was measured using the General-

ized Anxiety Disorder 7 (GAD-7) item scale. The GAD-7 is a brief,

valid tool for screening for anxiety and assessing its severity.11 The

GAD-7 was administered twice (pre- and postintervention). The

GAD-7 total score ranges from 0 to 21. For the purposes of training

a binary classifier, the GAD instrument values were divided into

“low anxiety” (0–9) and “moderate to high anxiety” (10þ).

There were 514 family caregivers recruited for the study. Care-

givers were predominantly female (75%); mean age was 60.3 years.

A subset of all recorded sessions (N¼140) with 49 caregivers was

professionally transcribed; 98 of these transcripts (70%) were se-

lected to serve as the training set, with the remaining 30% of the

data held for evaluation. For each caregiver there were up to 5

GAD-7 assessments (1 at baseline, 1 prior to each of the 3 sessions

and 1 at follow-up). Since GAD-7 scores were linked to each of the

conversations, we used these labels to train a classifier. The classifier

was then applied to a rolling window across a given conversation to

approximate GAD-7 score at any given time in the conversation.

The process of classification
The next step was to automate the GAD-7 scoring for the PISCES

intervention, replacing hand-coding by trained humans with a ma-

chine learning-powered classifier. The classifier relied on language-

based features to automate the prediction of pre- and postclinical

trial anxiety levels, and to predict real-time anxiety levels during the

trial, using the actual utterances of the family caregiver during a

conversation. Before extracting features from the text, each line of

the transcript was preprocessed. This process involved normalizing

the line’s text (converting to lowercase and removing extraneous

whitespace) and tagging the line with its speaker (“interviewer” or

“subject,” which was denoted in a variety of ways by the transcrib-

ers). This speaker tag was then included in all features; for example,

a feature X would be encoded as interviewer: X if it was extracted

from an interviewer’s line.

The Natural Language Toolkit (NLTK) word tokenize function

was used to perform tokenization, namely the process of converting

a string of text into words (“tokens”), as part of the classification

process.12 A basic tokenizer could consist of simply splitting a sen-

tence on each space; the NLTK word tokenize function is

punctuation-aware and tuned for the English language. Examples of

token features include interviewer: hospice or subject: brother. Fur-

ther, all tokens were dropped that occurred only once in the training

set. All tokens that were stop words were also dropped (ie, very

common words to be ignored by the computer such as “the,” “a,”

etc).

Combinations of consecutive tokens were also retained in order

to represent compound words and longer expressions.13 For exam-

ple, the entity “heart attack” is not expressible as a single token. To

include phrases like this, features were added for all bigrams (2 con-

secutive words) and trigrams (3 consecutive words) that showed up

at least twice in the training set and did not begin or end with a stop

word. Examples included subject: heart attack or interviewer: good

thing.

Sentiment analysis
A sentiment score of each line as a feature was included. The senti-

ment polarity was computed on a scale from �1.0 (extremely nega-

tive) to 1.0 (extremely positive) using the TextBlob library.14 If the

sentiment score of a line was over 0.3, the feature subject: sentiment:

pos or interviewer: sentiment: pos was assigned to that line. If the

sentiment score was below �0.3, the line was assigned the feature

subject: sentiment: neg or interviewer: sentiment: neg.

Reciprocity score
To capture how the subject’s language may mirror that of the inter-

viewer, a “reciprocity score” was computed for each pair of consec-

utive utterances from different speakers. The reciprocity score is a
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measure of the similarity between words, sounds, or phrases used by

2 different speakers in sequential turns of a conversation. We used

GloVe word vectors (mappings from each English word to a 300-di-

mensional vector in “semantic space,” mined from co-occurrence

data on the Internet) to quantify the semantic similarity between 2

words or phrases. First, stop words were removed from each utter-

ance, and then the word vector for each remaining word was re-

trieved.15 All the individual word vectors were then averaged to

create a vector representation of each utterance. The cosine distance

between the 2 vectors was computed, scaled between 0 and 1, and

designated the reciprocity score value. The validity of using cosine

distance in an embedding space to measure text similarity depends

largely on how well the embedding space represents the semantic

concepts present in the text. In our case, the word embeddings were

GloVe vectors trained on Common Crawl. Cosine distance is gener-

ally considered a better metric for semantic similarity than Euclid-

ean distance16,17 since it is robust to differing vector magnitudes.

The values we chose as cutoffs for low, medium, and high reciproc-

ity score were the 33rd and 66th percentile of average reciprocity

score across a transcript.

Finally, a subject’s utterance with the feature subject: reciprocity:

high was tagged if the reciprocity score between it and the previous

interviewer’s line was greater than 0.8, and subject: reciprocity: low

if the score was lower than 0.5. Likewise, interviewers’ lines with

the features interviewer: reciprocity: high or interviewer: reciprocity:

low were tagged based on the reciprocity score between a given ut-

terance and the previous subject’s utterance.

A binary logistic regression classifier was then trained on the fea-

tures and labels described above, choosing a limited-memory Broy-

den–Fletcher–Goldfarb–Shanno (BFGS) solver.18 This is an

extension of the BFGS algorithm for solving nonlinear optimization

problems commonly used when training machine learning models.

In addition to evaluating the classifier on the test set, the classifier

also was evaluated in a rolling window of each transcript. The goal

of this exercise was to identify the exact points within each conver-

sation where language was used that was most correlated with high

or low GAD-7 scores.

RESULTS

Classifier results
When evaluated on the test set, 86% precision, 78% recall ( or

“sensitivity”), 81% accuracy, 84% specificity, 86% positive predic-

tive value, and 76% negative predictive values were achieved with

the use of the trained classifiers. Sensitivity is defined as the perfor-

mance of an identified classifier in correctly assessing low anxiety in

a test data set (as validated by the GAD-7 score); specificity is de-

fined as the performance of an identified classifier in correctly

assessing high anxiety in a test data set. A true positive is defined as

the case where the classifier predicted high anxiety based on the

transcript of a session when the subject’s GAD-7 score was rated as

high (10 or higher) prior to that session. Similarly, a true negative is

defined when the classifier predicted low anxiety when the subject’s

GAD-7 score was low (0–9).

The confusion matrix, which describes the performance of a clas-

sification model (or “classifier”) on a set of test data for which the

true values are known, is presented in Table 1.

Overall findings
The findings of the machine learning exercise confirmed those of a

previously published study on the clinical trial,10 namely that overall

GAD-7 classifier scores decreased following completion of the inter-

vention, suggesting that the intervention had a positive impact on

anxiety among caregivers. High anxiety inflections were found

among caregivers of patients who had recently died and were usually

connected to issues related to transitioning out of the caregiving

role. High anxiety inflections encompassed issues related to care-

giver stress and burden, negative emotions (eg, anger, guilt), poor

self-care, and death of care recipient/bereavement.

Patterns of GAD-7 classifier scores during the intervention var-

ied among individuals, suggesting that responses to the intervention

are individualized. Other findings included a potential impact of rec-

iprocity between interventionist and caregiver, on anxiety. The cor-

relation between reciprocity and anxiety was a negative

relationship. As average reciprocity increases, average GAD-7 score

decreases, with an r-squared value of 0.08. Figure 1 showcases the

correlation between reciprocity and GAD-7 score.

The following case presents insights from the classifiers at the in-

dividual level, for high-anxiety inflections at the caregiver level.

Case: high-anxiety exemplar
This was a spousal caregiver whose husband had died and who was

experiencing multiple stressors including returning to work after be-

ing on medical leave, relocating, and acute grief.

An excerpt from this inflection point included: “. . . it’s a really

stressful time. It was like boom, as soon as he died, came planning

Figure 1. Correlation between GAD-7 score and average reciprocity score.

Table 1. Confusion matrix

Predicted low anxiety Predicted high anxiety

Actual low anxiety (GAD-7 score 0–9) 18 (TP) 5 (FN)

Actual High Anxiety (GAD-7 score 10 or higher) 3 (FP) 16 (TN)

Abbreviations: FN, False Negative; FP, False Positive; TN, True Negative; TP, True Positive.
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for this huge and amazing memorial for him which, you know, I

wanted to do it that way. And I channeled everything into that, so

that was really stressful. And then finding a place to move and mov-

ing in—that was really stressful. I don’t have the best relationship

with his family, so that’s been really stressful. My stepdaughter has

just lost her mind with her grief and I’m really worried about her.

So, you know it’s just really stressful.”

DISCUSSION

In this study, we used GAD-7 anxiety assessment scores, linked to

conversations between caregivers and interviewers, to train a classi-

fier. The classifier was applied to approximate GAD-7 scores at any

given time in the conversation, allowing us to identify these points

within a conversation where language was used that most correlated

with predicted high or low anxiety.

The high-anxiety inflections found in this machine learning anal-

ysis are in alignment with prior published qualitative data that iden-

tified caregiver burden, negative emotions, poor self-care, and

healthcare system issues as prominent challenges faced by care-

givers.19 This analysis also highlighted anxiety in relation to reci-

procity between interventionists and caregivers. Reciprocity occurs

when 1 conversation partner repeats a statement made by the other.

Reciprocity among caregiver and the therapist responses validates

that the caregiver likely understands the information provided by

the interventionist. Caregivers who repeat statements made by an in-

terventionist have higher reciprocity (as measured herein), indicating

likely increased understanding of the problem-solving process and,

therefore, may be adopting problem-solving strategies and thus

coping more effectively. This may also be reflective of caregivers

actively collaborating with the interventionist which in prior analy-

ses was central to the experience of problem-solving.20 When

therapists validate caregivers’ feelings, they also increase reciproc-

ity which may lower anxiety, an observation that would quantify

the effect of validation on emotion regulation. Sentiment scores

were also valuable measures when considering the impact of the

problem-solving intervention. Caregivers who express more posi-

tive sentiments likely have a positive attitude toward their life cir-

cumstances and may problem-solve and cope more effectively than

those with negative sentiment. Adopting a positive, optimistic atti-

tude to problem-solving is 1 of the tenets of the intervention used

in this analysis.21

Classifiers trained on clinical trial data are important for several

reasons. Since the classifier automates the use of the instruments it is

based on, these instruments may not have to be administered as sep-

arate exercises before or after interventions to deliver clinically rig-

orous assessments. This automation may mean lower research costs

and a reduction of study participant burden. Further, the opportu-

nity for machine learning to incorporate problem-solving techniques

and provide 24/7 conversational and ambient artificial intelligence

to caregivers could be a helpful coping tool for caregivers. The ad-

vantage of systems using machine learning is that they continue to

“learn” and improve upon what is known to be effective—which is

reflected in the above findings. Further work is being undertaken to

develop an artificial intelligence problem-solving coach using the

above classifiers.

Study limitations
This study was conceptualized as a proof of concept and an explor-

atory approach to examining the potential of machine learning. Our

sample size, while substantial for behavioral intervention research,

provided a limited training data set; additional work with larger

data sets is needed. Additionally, all participants were located in a

Figure 2. High-anxiety exemplar: trajectory and key inflection point. The high-anxiety inflection point reflects the stressors associated with transitioning out of the

caregiver role following the care recipient’s death.

Figure 3. World Cloud (from inflection).
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single region of the United States; a geographically more diverse

sample would provide greater insight into the development of classi-

fier approaches.
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