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Abstract: Cerebral subdural hematomas due to trauma can easily worsen suddenly due to the
rupture of blood vessels in the brain after the condition is stabilized. Therefore, continuous
monitoring of the size of cerebral subdural hematomas has important clinical significance. To
achieve fast, real-time, noninvasive, and accurate monitoring of subdural hematomas, a cerebral
subdural hematoma monitoring method combining brain magnetic resonance imaging (MRI)
image guidance, diffusion optical tomography technology, and deep learning is proposed in this
manuscript. First, an MRI brain image is segmented to obtain a three-dimensional multi-layer
brain model with structures and parameters matching a real brain. Then, a near-infrared light
source and detectors (source-detector separations ranging from 0.5 to 6.5 cm) were placed
on the model to achieve fast, real-time and noninvasive acquisition of intracranial hematoma
information. Finally, a deep learning method is used to obtain accurate reconstructed images of
cerebral subdural hematomas. The experimental results show that the reconstruction effect of
stacked auto-encoder with the mean volume error of 0.1 ml is better than the result reconstructed
by algebraic reconstruction techniques with the mean volume error of 0.9 ml. Under different
signal-to-noise ratios, the curve fitting R? between the actual blood volume of a simulated
hematoma and a reconstructed hematoma is more than 0.95. We conclude that the proposed
monitoring method can realize fast, noninvasive, real-time, and accurate monitoring of subdural
hematomas, and can provide a technical basis for continuous wearable subdural hematoma
monitoring equipment.

© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

External forces acting on the head can often cause intracranial hemorrhage leading to subdural
hematomas. Changes in the size of the hematomas cause blood pressure to rise or fall, causing
changes in the condition of the patient. A typical feature of consciousness changes in patients
with a cerebral subdural hematoma is the process of losing consciousness, waking and then
losing consciousness again i.e. there is an intermediate period when the patient is awake. The
intermediate awake period is confusing and can easily result in people ignoring the possible loss
of consciousness again. Therefore, patients with cerebral subdural hematomas should firstly
undergo magnetic resonance imaging (MRI) or computerized tomography (CT) examinations,
and then stay in hospital for a week for observation. During this time, real-time monitoring of
subdural hematoma patients is required. The main methods used for cerebral subdural hematoma
detection are imaging methods such as CT and MRIs. These imaging methods are called the gold
standard for cerebral subdural hematoma detection due to their good imaging quality. However,
for real-time monitoring requirements of cerebral subdural hematoma patients, current clinical
imaging technology cannot continuously monitor the condition of cerebral subdural hematoma
patients for a long time.

To achieve rapid, real-time, noninvasive, and accurate monitoring of cerebral subdural
hematoma size [1-5], this article uses brain MRI images as a guide for patients with cerebral
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subdural hematomas admitted for preliminary examination and obtains a sample data set using
diffuse optical tomography (DOT) [6—10] to perform optical simulation. The NIRFAST Slicer
software is used to segment the MRI image of the brain into a three-dimensional (3D) multi-layer
tissue model. A monitoring structure of Single-Source Multi-Detectors [11] is then established
based on DOT technology to obtain information on the position and size of the subdural hematoma
in the brain image. Finally, the size and position of the subdural hematoma are reconstructed
using a stacked auto-encoder (SAE) deep learning network [12,13].

The introduction of brain MRI images not only provide a priori information such as the
hematoma location and the initial size of the hematoma, but also combines the NIRFAST
Slicer software in the model simulation to build a 3D multi-layer tissue model. This allows the
simulation model to structurally fit the real structure of the human brain. DOT technology is
a detection method that uses near-infrared light as a light source to detect internal information
of biological tissues. It can quickly and noninvasively obtain hematoma information through
its Single-Source Multi-Detectors exploration mode. Deep learning networks [14—17] have
improved the accuracy of reconstructed images in various medical image reconstructions [18,19].
In [20], a reconstruction method based on an SAE network can significantly reduce the ill-
posedness of the inverse problem of image reconstruction. We also compared the SAE network
reconstruction algorithm with the traditional algebraic reconstruction technique (ART) algorithm.
ART algorithm is the most typical and basic one in algebraic iterative reconstruction algorithm.
ART algorithm, like other algebraic iterative methods, has the advantages of strong noise
immunity and not being limited by the model of the problem being processed. However, the large
amount of calculation takes up a lot of space and memory, resulting in a slow reconstruction
speed. Compared with the traditional ART algorithm, this method can more clearly reconstruct
the edges of heterogeneous bodies and obtain a highly-accurate reconstruction of the image.
Based on this, this manuscript has selected the SAE network for reconstruction of hematoma
monitoring images. The combination of brain MRI images, DOT technology, and the SAE
network enables fast, noninvasive, real-time and accurate monitoring of subdural hematomas.
This study provides medical staff with effective auxiliary monitoring technology and effectively
prevents deterioration of the patient’s condition due to negligent monitoring of hematomas in
subdural hematoma patients.

2. Establishment of a brain multi-layer tissue model

The 3D multi-layer tissue model in this manuscript was established based on MRI images of
the human brain, using NIRFAST Slicer software [21] as an auxiliary tool. This software can
segment 3D medical images (DICOMS) to create numerical models for optical calculations or
image reconstruction. Figure 1 shows an image of a real human head obtained from an MRI scan.
It is divided into five layers based on the anatomy of the human brain: scalp, skull, cerebrospinal
fluid, gray matter and white matter. The optical parameters of each layer of the brain are shown in
Table 1, which shows the optical parameters of the brain under near-infrared light at a wavelength
of 850 nm [22], where p, is the absorption coefficient, g is the scattering coefficient and g is the
anisotropy factor. After using the NIRFAST Slicer to build a numerical model of the image, the
NIRFAST software package can be used to place light source and detectors on the model for
near-infrared simulation experiments. The light source and detector placement diagram is shown
on the left of Fig. 1.

The scalp layer and the skull layer are the outer protective structures of the brain with large
scattering coefficients and small absorption coefficients. The cerebrospinal fluid layer is a liquid
medium between the gray matter layer and the skull layer. Its properties are similar to those
of plasma and lymphoid tissues and the absorption coefficient and scattering coeflicient are
small. The gray matter layer and the white matter layer are composed of nerve cells inside the
brain and are important parts of the central nervous system. Based on the structure and optical
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Fig. 1. Hierarchical structure of the head model.

Table 1. Optical parameters of human head

Tissue ,ua(mm‘l) us(mm‘l) g
Scalp 0.019 6.400 0.900
Skull 0.014 8.400 0.900
CSF 0.004 3.000 0.900
Gray matter 0.019 6.730 0.900
White matter 0.021 10.110 0.900

parameters of the brain, for the optical simulation, the brain has been divided into three layers.
The specific optical parameters of the three-layer brain structure are shown in Table 2. The scalp
layer and the skull layer have been combined into a single layer due to their similar role in the
brain, adjacent locations and similar optical parameters. The gray matter and white matter have
also been combined into one layer, since it is difficult for near-infrared light to reach the white
matter layer. Near-infrared light at 700 nm ~ 900 nm has good penetrability to human tissue and
can penetrate the skin by a few centimeters, but only a small amount of light in the brain can
reach the white matter layer.

Table 2. Optical parameters of a human head model

Tissue fa(mm1) fs(mm~") g
Scalp & Skull 0.016 7.400 0.900
CSF 0.004 3.000 0.900
Gray matter & White matter 0.020 8.420 0.900
hematoma 0.300 4.000 0.900

In this manuscript, we have used the finite element method of NIRFAST to divide the model
into finite element meshes. This method places near-infrared light source and detectors on the
model for optical simulation. A schematic diagram of the simulation model is shown in Fig. 2.
Figure 2(a) shows the location of the region of interest (ROI) in the simulation model. Since
multiple areas of hematomas are above the brow bone of brain, this study used NIRFAST Slicer
software to select the ROI of the brain MRI image and capture a stereo image of the brow bone
of brain. Figure 2(b) shows a three-layer brain simulation model. NIRFAST Slicer software was
used to divide the brain into three layers according to the real brain structure obtained by the
MRI images of the brain: (1) the scalp & skull layer, (2) the cerebrospinal fluid (CSF) layer, and
(3) the gray matter & white matter layer. The thickness of the scalp & skull layer is about 1.7 cm,
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the CSF layer is about 0.2 cm and the gray matter & white matter layer is about 3.8 cm. Finally, a
segmentation unit with a size of 2.5 mm was used to divide the parts into a finite element mesh
composed of 37802 points and 207761 tetrahedrons. The optical parameters of each layer are
shown in Table 2. Figure 2(c) shows the Source-Detector (SD) location in the simulation model.
A light source and ten detectors were placed on the edge of the first layer of the brain model
(source-detector separations ranging from 0.5 to 6.5 cm), and a subdural hematoma was placed
on the second layer of the brain model. A hematoma contains abundant hemoglobin, which has a
strong absorption effect on near-infrared light. Under normal circumstances, the absorption of
near-infrared light at the subdural hematoma location will be more than ten times stronger than
in the surrounding normal tissues. Therefore, the optical parameters of the subdural hematoma
were set to u, =0.3 mm~! and g =4.0 mm~!. The size of the hematoma was changed in such
a way that the edge of the hematoma was tangent to the edge of the Scalp & Skull layer and
then expands toward the center of the circle. The size of the hematoma was varied between a
minimum radius of 3 mm and a maximum radius of 15 mm, at a step size of 0.1 mm and 121
groups of hematoma samples with different radii were finally obtained.

/(a) Brain ROI selection

e Light soulh

Detector

Scalp & skull
® Hematoma

Gray matter &
white matter

QThree-layer brain simulation model / QBrain model Source-Detector distributiy

Fig. 2. Schematic diagram of the brain model. (a) Brain ROI selection; (b) three-layer brain
simulation model; (c) brain model Single-source Multi-Detector distribution.

3. Stacked auto-encoder network model

To achieve accurate reconstruction of the subdural hematoma size and location, a classic SAE
network was used. An SAE network is a neural network model composed of a series of auto-
encoders (AEs). Each auto-encoder is a three-layer neural network consisting of an input layer x,
a hidden layer h and an output layer. The neurons between layers are completely connected to
each other and contain the characteristic information of the learning network. Its basic structure
is shown in Fig. 3.
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Fig. 3. Structure of the auto-encoder.

The SAE network consists of unsupervised pre-training and supervised NN-training for
parameter fine-tuning. The pre-training is based on the unsupervised learning characteristics of
an SAE network. The same input and output values are used to train the network weights and
biases. The first AE trains the parameters of the first hidden layer by encoding and decoding
and the output of the first AE is used as the input of the next AE. The parameters of each layer
are trained in the same way. The NN-training uses the weights and biases obtained by the
pre-training as the initial values of the Back-propagation (BP) network. The neural network is
trained by the BP network using forward conduction and a backpropagation algorithm is then
used for fine-tuning to obtain the optimized neural network parameters for a network with two
hidden layers. The SAE network structure is shown in Fig. 4. After some SAE network selection
pre-experimentation, a double hidden layer SAE network was chosen to be used in this study
with a four-layer network structure. The input layer is the output light intensity detected by 10
detectors and the output layer is the absorption coefficient values of the 37802 segmented units.
There are 156 neurons and 2427 neurons in the first and second layers, respectively. There were
121 samples used for the experiment, 100 samples for the training datasets and 21 samples for the
testing datasets. The epoch was 100, the iteration was 10, the batch size was 10 and the activation
function was sigmoid.

Input Hd_1 Hd_2 Output Input Hd 1 Hd 2 Output
(a) (b)

Fig. 4. SAE network structure. (a) Pre-training network structure; (b) NN-training network
structure.
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4. Results and analysis

4.1. Comparison of the reconstruction effect with SAE and traditional ART

This study conducted a comparison experiment to review the accuracy of subdural hematoma
reconstruction based on the SAE network versus the traditional ART algorithm. On a CPU
configured with an Intel (R) Core (TM) i5-8400 computer, the subdural hematoma reconstruction
of the two algorithms takes about 15s and about 3 minutes, respectively. The comparison results
of the two reconstruction algorithms are shown in Fig. 5 for four groups of reconstructed images
with a radius of 3.0 mm, 6.0 mm, 8.0 mm, 10.0 mm and 12.0 mm.
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Fig. 5. Comparison of reconstruction effect based on SAE and traditional ART. (a) 3D
rendering visualized images of real subdural hematomas; (b) slice images of real subdural
hematoma; (c) subdural hematoma slice images reconstructed by the SAE network; (d)
subdural hematoma slice images reconstructed by the ART algorithm.

To quantitatively analyze the reconstruction effectiveness of the subdural hematoma location,
a barycenter error (BCE) method was used in this study to analyze the network reconstruction
results. The BCE function is given by:

2. DyV; 2. Dy V; > D,V
Cy= ,Cyi = G = == (D
Vi 2 Vi 2 Vi
c. o 2DV o XDyVi . ZDyV; o
XJ 2 V] sy Z ‘/j > Ly 2 V]_
C = (Cxi, Cyia Czi), C = (ijs Cyj9 CZJ) 3)
BCE = ||C; = G|l 4)

Since the method used to solve the barycenter is the same for both the real image and the
reconstructed image, the formula for solving the barycenter of the real image is used here for
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explanation purposes. (Cy;, Cy;, C) represent the coordinate points of the barycenter of the
real image, i=1, 2... 37802 and (Cy;, Cy;, C;) represent the coordinate points of the barycenter
of the reconstructed image, j=1, 2... 37802. V; represents the absorption coefficient value
corresponding to the real image coordinate points. (D,;, Dy;, D;;) represent the coordinate points
of the real image. BCE is equal to the two-norm calculation solution value of the real image
barycenter coordinate points and the reconstructed image barycenter coordinate points. The BCE
analysis results are shown in Table 3.

In Table 3, the mean BCE, the maximum BCE, and the minimum BCE of the SAE network are
all smaller than the BCEs of the ART algorithm, which indicates that the SAE network is more
accurate than the ART reconstruction algorithm for the reconstruction of the subdural hematoma
location.

¢ The mean BCE between the SAE network reconstructed hematomas and the real hematomas
is only 0.196 mm and the maximum BCE < 0.599 mm.

* The mean BCE is 12 times smaller than the brain segmentation unit size used in the experiment,
which is 2.5 mm.

* The BCE of the ART algorithm reconstructed hematomas is smaller than 2.5 mm. However,
compared with the ART algorithm, the SAE network reconstruction algorithm reduces the
average BCE of the position reconstruction error by 3.7 times.

Table 3. BCE analysis of the SAE algorithm and the ART algorithm for reconstruction of the
subdural hematoma

SAE BCE/mm ART BCE/mm
Minimum 0.041 0.099
Mean 0.196 0.737
Maximum 0.599 1.998

To analyze the effectiveness of the hematoma size reconstruction, this study used the volume
error (VE) analysis method i.e. the deviation between the volume of the real hematoma and
the volume of the reconstructed hematoma. Figure 6(a) shows the VE analysis results of the
true volume of the subdural hematoma and the volume of the reconstructed hematoma based on
the SAE network. The mean VE was 0.10 ml, the standard deviation VE was 0.06 ml and the
mean relative VE was 4.60%. Figure 6(b) shows the VE analysis results of the volume of the real
hematoma and the volume of the reconstructed hematoma based on the ART algorithm. The
mean VE was 0.90 ml and the mean relative VE was 33.15%. These results show that the SAE
network is superior to the ART algorithm for reconstructing hematoma size.

4.2. Subdural hematoma reconstruction results and analysis under different SNRs

In this manuscript, we also study the reconstruction effectiveness of subdural hematoma
reconstruction methods based on SAE networks under different signal-to-noise ratios (SNR) of
50dB, 40 dB, 30 dB and 20 dB. Consider the noise (shot noise, read noise and dark noise) present
during system acquisition [23]. Therefore, we added different SNR to the light intensity signals
collected by the detectors. Figure 7 shows the reconstruction diagrams for different SNR with
radii of 3.0 mm, 6.0 mm, 8.0 mm, 10.0 mm, and 12.0 mm.

Figure 7 shows that the SAE network can successfully reconstruct hematomas of different
sizes under different SNR conditions. Table 4 provides the VE analysis of a real hematoma
and the hematoma reconstructed with the SAE network under different SNRs. Figure 8 shows
the curve fitting of the real volume and the reconstructed volume with the SAE network under
different SNRs. The experimental results under different SNRs show that the mean VE between
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Fig. 6. VE analysis of real subdural hematoma and reconstructed subdural hematoma. (a)
Comparison of real subdural hematoma volumes and reconstructed subdural hematoma
volumes based on SAE with different radii; (b) Comparison of real subdural hematoma
volumes and reconstructed subdural hematoma volumes based on ART with different radii.

the volume of real hematoma and the volume of reconstructed hematoma does not exceed 1 ml,
and the mean relative VE does not exceed 10%. Therefore, the curve fitting R? is above 0.95.
The analysis also shows that when there are high noise levels, the reconstruction of cerebral
hematomas based on an SAE network with high noise is still highly accurate. Thus, this method
can effectively monitor cerebral hematomas.

Table 4. VE analysis of real cerebral subdural hematoma and SAE-reconstructed cerebral subdural
hematoma under different SNRs

SNR/dB mean VE/ml mean relative VE/ml standard deviation VE/ml
50 0.32 9.90% 0.42
40 0.27 9.96% 0.39
30 0.30 7.84% 0.40
20 0.34 9.63% 0.47

Table 5 provides the BCE analysis of a real hematoma and an SAE network reconstructed
hematoma under different SNRs. It concluded from Table 5 that the minimum BCE was 0.05 mm
under different SNRs, the mean BCE value did not exceed 0.50 mm. The maximum BCE was
1.20 mm, and also smaller than the size of the segmentation unit. This conclusion proved that the
reconstruction of hematoma position based on SAE network can meet the needs of hematoma
monitoring under different SNRs.

Table 5. BCE analysis of real cerebral subdural hematoma and SAE network reconstruction
cerebral subdural hematoma under different SNRs

SNR/dB max BCE/mm mean BCE/mm min BCE/mm
50 0.87 0.37 0.06
40 0.96 0.41 0.05
30 0.87 0.34 0.06

20 1.20 0.41 0.05
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Fig. 7. Reconstruction effect of SAE network under different SNRs. (a) 3D visualization
images of a real cerebral subdural hematoma; (b) slice images of real cerebral subdural
hematomas; (c) cerebral subdural hematoma slice images reconstructed with 50 dB SNR;
(d) cerebral subdural hematoma slice images reconstructed with 40 dB SNR; (e) cerebral
subdural hematoma slice images reconstructed with 30 dB SNR; (f) cerebral subdural
hematoma slice images reconstructed with 20 dB SNR.
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Fig. 8. Curve fitting figures of real volume and reconstructed volume of SAE. (a) SNR
under 50 dB; (b) SNR under 40 dB; (c¢) SNR under 30 dB; (d) SNR under 20 dB.

5. Discussion

The computational time is an important consideration for translating this technique to clinical
application. In this study, the model creation time is 3 hours, and the reconstruction time based
on SAE model is about 15s (the laptop is configured with a CPU of the Intel (R) Core (TM)
i5-8400). If a higher configured computer or a workstation is to be used for computing, the time
will be reduced greatly. Also, our team is trying to build a calculation structure based on web
cloud server. The raw data will be sent to the cloud server by 5G network, and the results will be
sent back within 5s to meet the requirement of clinical use.

At present, in this study the model was built based on the individual MRI data to achieve a
more accuracy of cerebral hematoma monitoring. Under the guidance of MRI images, we can
obtain a three-layer brain model with suitable thickness and optical parameters, and obtain initial
information about the location and size of the hematoma. The future research direction will be
to establish a general model based on huge enough database with different brain models and
different hematoma situations to reduce time to create model.

The effective detection depth and effective detection size based on the near-infrared method
are also an important consideration for promoting this technique to clinical application. In adults,
the thickness of the scalp layer is about 0.7 cm, the skull layer is 0.3 to 1.1 cm, the CSF layer
is about 0.2 cm. The gray matter layer is about 0.4 cm. The thickness of the four layer head
model without the white matter layer (the white matter layer is about 3.4 cm) is 1.6-2.4 cm. The
hematoma we monitored in the manuscript has a maximum radius of 15 mm, which indicates
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that the near-infrared light can achieve this depth of hematoma monitoring. However, the near-
infrared light has a certain penetration depth, the accuracy of hematoma monitoring at different
depths will vary. In the simulation, we chose a source detector distance of 0.5 to 6.5 cm, trying
to find out what will happen under these wide situations, because the greater the source detection
distance, the deeper the detectable depth. However, the distance between the light source and the
detector cannot be too large because of laser power limit for safety and sensitivity limitation of
detectors (For example, 6.5 cm may not be feasible in real situation). Considering the monitoring
of subdural hematoma in the future clinical application, it may not be necessary to include
extremely large source-detector separations. In the future, the effect of limiting source detector
separations to realistically achievable values will be explored.

Existing hematoma detection equipment, such as Infrascanner [24], currently the world’s most
widely used device for the detection of cerebral hematoma at the emergency site and battlefield,
sports events, can detect hematomas 3.5 cm below the epidermis, the minimum detectable
bleeding volume is 3.5 ml. The operation time is 3 min. However, this device can only detect
the presence or absence of a hematoma, and cannot image or locate the hematoma. Therefore,
there are some restrictions on clinical use. In the study, the monitoring algorithm we studied can
detect a hematoma with a minimum radius of 3 mm.

In this study, we demonstrated the feasibility of the continuous monitoring algorithm for
subdural hematoma to achieve real-time, non-invasive and accurate monitoring of hematoma.
However, the research direction from simulation to clinical needs improvements. In the future,
we will investigate the following directions.

* Exploring the effect of different wavelengths and multiple wavelengths on the accuracy of
hematoma monitoring. The light source used in this study is near-infrared light at 850 nm,
but a single light source provides not enough information. Multi-wavelength light sources
can improve detection accuracy.

* It would be interesting to see if there is any improvement in the results using time-resolved (TR)
detection (i.e., pulsed light source and single photon counting). In general TR provides
better depth sensitivity, which could improve the reconstruction of the hematoma.

* It would be valuable to run the simulations with different pa values for the hematoma and
assess the accuracy of SAE.

* Exploring the role of different source-detector separations in detecting hematomas, the
contribution of different separations to the reconstruction effect, and the short separations
to reduce the effect of the extracerebral layers.

6. Conclusion

This study proposed to obtain a priori information of the size of the cerebral subdural hematoma
position based on the MRI image of the brain, and used finite element segmentation to select
the ROI of MRI image, so that the simulation model approached the real brain structure to the
greatest extent. Then, the DOT of Single-Source Multi-Detectors can quickly and noninvasively
obtain the internal information of cerebral subdural hematoma. Finally, the volume error of the
reconstruction based on the SAE network is less than 0.34 ml for position and size reconstruction
under different SNRs. It is worth mentioning that this accuracy rate was achieved when the
size of the finite element segmentation unit of the model was 2.5 mm. Based on the current
experimental results, we expect that if the size of the segmentation unit is reduced, a higher
accuracy rate will be obtained. The method proposed in this study has been shown to achieve
rapid, noninvasive, real-time and accurate monitoring of cerebral subdural hematomas. Thus, this
method can be used as an effective auxiliary method for monitoring patients’ cerebral subdural
hematomas in clinical trials.
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