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Abstract

Risky choice is the tendency to choose a large, uncertain reward over a small, certain reward, and 

is typically measured with probability discounting, in which the probability of obtaining the large 

reinforcer decreases across blocks of trials. One caveat to traditional procedures is that 

independent schedules are used, in which subjects can show exclusive preference for one 

alternative relative to the other. For example, some rats show exclusive preference for the small, 

certain reinforcer as soon as delivery of the large reinforcer becomes probabilistic. Therefore, 

determining if a drug increases risk aversion (i.e., decreases responding for the probabilistic 

alternative) is difficult (due to floor effects). The overall goal of this experiment was to use a 

concurrent-chains procedure that incorporated a dependent schedule during the initial link, thus 

preventing animals from showing exclusive preference for one alternative relative to the other. To 

determine how pharmacological manipulations alter performance in this task, male Sprague 

Dawley rats (n = 8) received injections of amphetamine (0, 0.25, 0.5, 1.0 mg/kg), methylphenidate 

(0, 0.3, 1.0, 3.0 mg/kg), and methamphetamine (0, 0.5, 1.0, 2.0 mg/kg). Amphetamine (0.25 

mg/kg) and methylphenidate (3.0 mg/kg) selectively increased risky choice, whereas higher doses 

of amphetamine (0.5 and 1.0 kg/mg) and each dose of methamphetamine impaired stimulus 

control (i.e., flattened the discounting function). These results show that dependent schedules can 

be used to measure risk-taking behavior and that psychostimulants promote suboptimal choice 

when this schedule is used.
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Risky choice is the tendency to choose a large, uncertain reinforcer over a small, certain 

reinforcer, and is often measured with probability discounting tasks. Typically, the 

probability of earning the large, uncertain reinforcer decreases across the session (e.g., 

Montes, Stopper, & Floresco, 2015; St Onge, Chiu, & Floresco, 2010; St Onge & Floresco, 

2009; Stopper, Green, & Floresco, 2014; Yates, Batten, Bardo, & Beckmann, 2015; Yates et 

al., 2016), although the probability can increase across the session (St Onge et al., 2010; 

Yates et al., 2016; Yates, Prior, et al., 2018). During each block of trials, subjects are 

exposed to forced-choice trials, in which only one lever is presented, and free-choice trials, 

in which both levers are presented. Each free-choice trial is an example of an independent 

schedule of reinforcement (i.e., a response on either lever advances the session to the next 

trial). As discussed by Beeby and White (2013), using independent schedules poses two 

challenges. First, the relative frequency of small, certain and large, uncertain reinforcers is 

allowed to vary in each session. For example, when the large, uncertain and small, certain 

reinforcers are both made available with a probability of 1, the large, uncertain reinforcer 

will be presented at a much higher frequency relative to the small, certain reinforcer (due to 

rats selecting this option more frequently). Thus, preference for the large, uncertain 

reinforcer could occur simply because it occurs more frequently. Related to the first caveat, 

independent schedules allow subjects to show exclusive preference for one alternative 

relative to the other (i.e., when both alternatives are certain, subjects will show near 

exclusive preference for the large, uncertain reinforcer). Although forced-choice trials are 

designed to allow subjects to sample between alternatives, there is no guarantee that animals 

respond during a forced-choice trial for an alternative they do not prefer; this occurs because 

limited holds are often implemented in probability discounting tasks (i.e., subjects have to 

respond within a certain amount of time or the trial ends). For example, some subjects may 

refuse to respond for the large, uncertain reinforcer during forced-choice trials at lower 

probabilities. Thus, they never experience this contingency of reinforcement during these 

blocks of trials.

One way to control for the limitations discussed above is to use a dependent schedule 

(Stubbs & Pliskoff, 1969). In a dependent schedule, the alternative that allows the subject to 

advance the session to the next trial is predetermined. For example, on the first trial, 

responding on the lever associated with the small, certain reinforcer allows the subject to 

advance the trial. Responses on the lever associated with the large, uncertain reinforcer are 

recorded but have no programmed consequences. On the second trial, responding on the 

lever associated with the small, certain reinforcer has no programmed consequences, 

whereas responding on the lever associated with the large, uncertain reinforcer advances the 

session (see Figure 1 for a schematic of the dependent schedule used in the current 

experiment). Dependent schedules have been used to study sensitivity to delayed 

reinforcement, often in the form of a concurrent-chains procedure (Aparicio, Hughes, & 

Pitts, 2013; Aparicio, Elcoro, & Alonso-Alvarez, 2015; Aparicio, Hennigan, Mulligan, & 
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Alonso-Alvarez, in press; Beeby & White 2013; Maguire, Rodewald, Hughes, & Pitts, 2009; 

Pitts, Cummings, Cummings, Woodstock, & Hughes, 2016; Pope, Newland, & Hutsell, 

2015; Ta, Pitts, Hughes, McLean, & Grace, 2008; Yates, Gunkel, et al., 2018). In a 

concurrent-chains schedule, each trial is composed of an initial link and a terminal link. 

Responses during the initial link allow subjects access to one of two terminal links. 

Although responses during the terminal link allow subjects to receive reinforcement, 

preference is actually measured by calculating the responses during the initial link.

Dependent schedules have been used to measure the neurochemical basis of impulsive 

choice. Primarily, these studies have tested psychostimulant drug effects on choice 

controlled by several dimensions of reinforcement, such as delayed reinforcement and 

reinforcement magnitude. The drugs d-amphetamine and methylphenidate decrease 

sensitivity to reinforcement delay (Pitts et al., 2016; Ta et al., 2008) and reinforcement 

amount (Maguire et al., 2009; Pitts et al., 2016). While dependent schedules have been used 

to assess the neurochemical basis of delayed reinforcement (i.e., impulsive choice), they 

have not been used to study the neurochemical basis of probability discounting. At least one 

study has incorporated dependent schedules to examine sensitivity to probabilistic 

reinforcement (Kyonka & Grace, 2008), although in this experiment probability to reinforcer 

magnitude was set at either 100% or 50%, and reinforcer magnitude and reinforcer delay 

were manipulated with probabilistic reinforcement.

Overall, the major goal of the current experiment was to apply a dependent schedule (via a 

concurrent-chains procedure) to a probability-discounting task that is commonly used in 

behavioral pharmacology studies (e.g., Montes et al., 2015; St Onge et al., 2010; St Onge & 

Floresco, 2009; Stopper et al., 2014; Yates et al., 2015; Yates et al., 2016). We tested three 

different psychostimulant drugs in the current procedure. d-Amphetamine was chosen 

because it is commonly used in measures of risky choice (e.g., Orsini, Willis, Gilbert, Bizon, 

& Setlow, 2016; Simon, Gilbert, Mayse, Bizon, & Setlow, 2009; St Onge et al., 2010; St 

Onge & Floresco, 2009). Methylphenidate and methamphetamine were included because 

these drugs have been used in commonly used delay-discounting tasks (e.g., Adriani et al., 

2004; Evenden & Ryan, 1996; Pardey, Kumar, Goodchild, & Cornish, 2012; Paterson, 

Wetzler, Hackett, & Hanania, 2012; Pitts & Febo 2004; Richards, Sabol, & de Wit, 1999; 

Siemian, Xue, Blough, & Li, 2017; Slezak & Anderson, 2011; Tanno, Maguire, Henson, & 

France, 2014; van Gaalen, van Koten, Schoffelmeer, & Vanderschuren, 2006; Wade, de Wit, 

& Richards, 2000) as well as in concurrent-chains procedures (Maguire et al., 2009; Pitts et 

al., 2016; Ta et al., 2008) but have not been tested in probability discounting. Also, using 

these drugs is important as they are known to have high abuse potential in both pre-clinical 

(Baladi, Nielsen, Umpierre, Hanson, & Fleckenstein, 2014; Balster & Schuster, 1973; 

Collins, Weeks, Cooper, Good, & Russell, 1984; Harrod, Dwoskin, Crooks, Klebaur, & 

Bardo, 2001; Marusich & Bardo, 2009; Munzar, Baumann, Shoaib, & Goldberg, 1999; 

Pickens, 1968) and clinical populations (Reynolds, Strickland, Stoops, Lile, & Rush, 2017; 

Rush, Essman, Simpson, & Baker, 2001; Rush, Stoops, Lile, Glaser, & Hays, 2011; Stoops, 

Glaser, Fillmore, & Rush, 2004; see Stoops, 2008 for a review) and are known to alter risky 

decision making in humans (e.g., Campbell-Meiklejohn et al., 2012) or alter neural circuits 

related to risky decision making (Bischoff-Grethe et al., 2017; Ersche et al., 2005; Kohno, 

Morales, Ghahremani, Hellemann, & London, 2014). The results of the current experiment 
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can provide further insights in how psychostimulants affect choice between reinforcers that 

differ in magnitude and probability, which may allow us to better understand the relationship 

between risky decision making and substance abuse.

Method

Animals

Eight male, Sprague Dawley rats were obtained from Envigo (Indianapolis, IN) and arrived 

to the laboratory weighing between 200–224 g (66 days of age upon arrival). They were 

acclimated to an animal housing room and handled for six days before any behavioral testing 

began. The housing room was maintained on a 12:12-h cycle (lights on at 630 h), and rats 

were tested in the light phase (approximately 1400–1600 h). Rats were tested during the 

light phase because most studies assessing the neurochemical basis of risky decision making 

during this phase (see Jenni, Larkin, & Floresco, 2017; Orsini et al., 2016; Simon et al., 

2011; Yates et al., 2015; Yates et al., 2016 for recent examples). Rats were individually 

housed in clear polypropylene cages (51 cm long × 26.5 cm wide × 32 cm high) with metal 

tops containing food and a water bottle. Rats were restricted to approximately 10 g of food 

each day but had ad libitum access to water. All experimental procedures were carried out 

according to the Current Guide for the Care and Use of Laboratory Animals (USPHS) under 

a protocol approved by the Northern Kentucky University Institutional Animal Care and Use 

Committee (Protocol #: 2017–04; Contribution of Glutamate NR2B Subunit to Risky Choice 

and Amphetamine Reward).

Apparatus

Eight operant-conditioning chambers (28 × 21 × 21 cm; ENV-008; MED Associates, St. 

Albans, VT) located inside sound attenuating chambers (ENV-018M; MED Associates) 

were used. The front and back walls of the chambers were made of aluminum, while the side 

walls were made of Plexiglas. There was a recessed food tray (5 × 4.2 cm) located 2 cm 

above the floor in the bottom-center of the front wall and was located between the levers. 

Each lever (4.8 × 0.55 × 1.9 cm) was located 2.1 cm above the floor and required a force of 

0.245 N to depress. An infrared photobeam was used to record head entries into the food 

tray. A 28-V white stimulus light (2.54 cm diameter) was located 6 cm above each response 

lever. A 28-V white house light was mounted in the center of the back wall of the chamber. 

A nosepoke aperture was located 2 cm above the floor in the bottom-center of the back wall 

(the aperture was never used in the current experiment). All responses and scheduled 

consequences were recorded and controlled by a computer interface. A computer controlled 

the experimental session using Med-IV software.

Drugs

d-Amphetamine sulfate (0, 0.25, 0.5, 1.0 mg/kg; s.c.), methylphenidate hydrochloride (0, 

0.3, 1.0, 3.0 mg/kg; i.p.), and methamphetamine hydrochloride (0, 0.5, 1.0, 2.0 mg/kg; s.c.) 

were purchased from Sigma Aldrich (St. Louis, MO) and were prepared in 0.9% NaCl 

(saline). The doses were calculated based on salt weight. Each drug was injected at room 

temperature in a volume of 1 ml/kg. Each drug was administered 15 min prior to the session, 

and each drug was administered in a counterbalanced order. Specifically, some rats started 
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with injections of amphetamine, some started with injections of methylphenidate, and some 

started with injections of methamphetamine. Within an individual drug, doses were 

administered randomly (i.e., some rats received vehicle first, some received the low dose 

first, etc.). Rats received each dose of a particular drug before receiving injections of the 

next drug. The doses and pre-session treatment time (15 min) were chosen based on 

previous research (Baarendse & Vanderschuren, 2012; Perry, Stairs, & Bardo, 2008; Pitts & 

Febbo, 2004; Richards et al., 1999; van Gaalen et al., 2006; Wooters & Bardo, 2011).

Procedure

For two sessions, rats received magazine training, in which 20 food pellets (45 mg dustless 

precision pellets; product F0021; Bio-Serv, Frenchtown, NJ) were non-contingently 

delivered into the food tray according to a variable-time 30 s schedule of reinforcement. 

Following magazine training, rats received three sessions of lever-press training. Each 

session began with illumination of the house light. A head entry into the food tray resulted in 

presentation of one lever; each lever was presented pseudo-randomly, with no more than two 

consecutive presentations of the same lever. A response on the extended lever (fixed ratio 

[FR] 1) resulted in delivery of one food pellet. Following a response on the extended lever, 

the house light was extinguished, and the lever was retracted for 5 s. After 5 s, the house 

light was illuminated. Each lever-press training session ended after a rat earned 40 

reinforcers or after 30 min, whichever came first.

Rats received five sessions of magnitude discrimination training. Similar to lever-press 

training, each session consisted of 40 trials, and the beginning of each trial was signaled by 

illumination of the house light. A head entry into the food tray extended one of the levers 

(the order of presentation between the two levers was pseudo-randomized, with no more 

than two consecutive presentations of the same lever). Responses on one lever resulted in 

immediate delivery of one pellet, whereas responses on the other lever resulted in immediate 

delivery of four pellets (the lever associated with the large magnitude reinforcer was 

counterbalanced across rats). Unlike lever-press training, a variable interval (VI) schedule of 

reinforcement was used during magnitude discrimination training, and this interval increased 

during each session (VI 2 s, VI 4 s, VI 8 s, VI 16 s, VI 30 s). Following completion of the 

response requirement on either lever, the house light was extinguished, and the lever was 

retracted for the remainder of the trial. A VI schedule was used because we initially 

conducted a pilot study, in which we tested rats in a discounting procedure using concurrent 

VI-30 s schedules of reinforcement. Rats were not given any drug injections during the VI 

testing. Following 42 sessions of the concurrent VI testing, rats were tested in the 

experiment proper (see below).

A dependent schedule was used to assess risky choice. Specifically, a variant of a 

concurrent-chains procedure was used (see Figure 1 for a schematic of the procedure; 

Aparicio et al., 2013; Aparicio et al., 2015; Aparicio et al., in press; Beeby & White, 2013; 

Pope et al., 2015; Yates, Gunkel, et al., 2018). Each session consisted of five blocks of 10 

trials (50 total trials; note: each rat completed all 50 trials following each dose of each drug, 

with the exception that two rats failed to complete a single trial following administration of 

the highest dose of methamphetamine) and began with illumination of one of several stimuli 
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(first block of trials: house light; second block: house light and left stimulus light; third 

block: house light and right stimulus light; fourth block: house light and both stimulus 

lights; fifth block: both stimulus lights only). On each trial, rats had to initiate the extension 

of both levers by breaking a photo beam in the food tray. In contrast to most discounting 

procedures, there were no forced-choice trials (i.e., both levers were extended on every trial). 

During the first component of the trial (the initial link), completing the response requirement 

(FR 5 schedule) on one lever resulted in (a) the stimuli turning off, (b) the retraction of both 

levers, and (c) the initiation of a 2-s delay to the terminal link (the next component of the 

trial). Responses on the other lever were recorded but had no programmed consequences. 

Similar to previous research examining dependent schedules within the context of delay 

discounting (Aparicio et al., 2013; Aparicio et al., 2015; Aparicio et al., in press; Beeby & 

White, 2013; Pope et al., 2015; Yates, Gunkel, et al., 2018), the lever that allowed the rat to 

advance to the terminal link was pseudo-randomized across trials (this is the dependent 

schedule). For example, during the first trial, the right lever may be designated as “active” 

for some rats. As such, completing the response requirement on the right lever would result 

in completion of the initial link; however, if a rat responded on the left lever, they would not 

advance to the terminal link until they completed the response requirement on the right lever. 

Similar to a previous experiment using concurrent FR schedules during the initial link (Pope 

et al., 2015), we did not incorporate a change-over delay (COD).

During the terminal link, both levers were extended into the operant chamber, but only 

responses (FR 3) on the active lever (the same lever as designated during the initial link) led 

to reinforcement. Responses on the other lever were recorded but had no programmed 

consequences. The stimulus light above the active lever was illuminated during the terminal 

link. For half of the rats, the left lever was associated with delivery of a small, certain 

reinforcer (1 pellet), and the right lever was associated with delivery of a large, probabilistic 

reinforcer (4 pellets). For half of the rats, the contingencies of reinforcement were reversed. 

The levers associated with the small and large magnitude reinforcers were the same as 

during magnitude discrimination training and were held constant for an individual rat across 

the entire experiment. Both levers were made available during the terminal link because this 

allowed us to determine if psychostimulant administration altered perseverative responses 

during this component. Averaged across all trials in a block, the proportion of responses on 

this lever should be 0.5 during the terminal link. Values above 0.5 indicate perseverative 

responding on the lever associated with the large, uncertain reinforcer, whereas values below 

0.5 indicate perseverative responding on the lever associated with the small, certain 

reinforcer. The odds against obtaining the large reinforcer increased across the session (0, 3, 

7, 15, 31, resulting in corresponding probabilities of 100, 25, 12.5, 6.25, 3.125%). On each 

individual trial within a block of trials, the probability of receiving the large, uncertain 

reinforcer was the same (e.g., during the 3.125% block, the probability of receiving the 

large, uncertain reinforcer was always set to 0.3125). Following completion of the terminal 

link, the stimulus light above the active lever was extinguished, and a 10-s intertrial interval 

(ITI) occurred. The next trial began upon completion of the ITI. In total, rats received 43 

sessions.
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Statistical Analyses

We calculated the number of lever presses emitted for the large, uncertain reinforcer on trials 

in which the small, certain reinforcer was made available (LR choice responses), and we 

calculated the number of lever presses emitted for the small, certain reinforcer when the 

large, uncertain reinforcer was made available (SS choice responses). After calculating these 

two values, we calculated the proportion of responses for the large, uncertain reinforcer with 

the following calculation: LR proportion = LR choice responses/(LR choice responses + SS 

choice responses). Figure 2 shows how LR choice responses and SS choice responses were 

derived.

Probability discounting during baseline sessions.—For simplicity, the proportion 

of responses for the large, uncertain reinforcer was averaged across sessions 1–3, 21–23, and 

41–43. For these three blocks of sessions, the exponential discounting model was fit to each 

individual subject via nonlinear mixed effects modeling (NLME) using the NLME package 

in R (Pinheiro, Bates, DebRoy, & Sarkar, 2007). The exponential model is defined as V = 

Ae(-hθ), where V refers to the subjective value of the large, uncertain reinforcer, A refers to 

discriminability of reinforcer magnitudes (i.e., intercept of the function), h refers to 

sensitivity to probabilistic reinforcement (i.e., slope of the function), and θ refers to odds 

against (note: odds against = [1/probability]-1; Rachlin, Raineri, & Cross, 1991). The 

NLME models defined probability as a fixed, continuous within-subjects factor, session 

block as a fixed, nominal within-subjects factor, and subject as a random factor. Specifically, 

the A and h parameter estimates were allowed to vary across subjects. Statistical significance 

was defined as p < .05. Significant effects were probed using contrasts in R.

Drug effects on discounting.—Similar to baseline sessions, the exponential discounting 

function was fit to individual subject data via NLME. The NLME models defined 

probability as a fixed, continuous within-subjects factor, dose as a fixed, nominal within-

subjects factor, and subject as a random factor (with A and h parameter estimates being 

allowed to vary across subjects). Separate NLME models were used for each drug. Statistical 

significance was defined as p < .05. Significant effects were probed using contrasts in R.

Proportion of responses during the terminal link.—The proportion of responses for 

the large magnitude reinforcer was analyzed with LME models, with dose and probability as 

fixed, nominal within-subjects factors and subject as a random factor. Statistical significance 

was defined as p < .05.

Response rates.—Response rates were analyzed with linear mixed effects (LME) 

models, with trial component (initial link vs. terminal link) as a fixed, nominal within-

subjects factor, reinforcer (small, certain vs. large, uncertain) as a fixed, nominal within-

subjects factor, dose as a fixed, nominal within-subjects factor, and subject as a random 

factor. Statistical significance was defined as p < .05.

Results

For simplicity, the results of each analysis are presented in Table 1. The results of these 

analyses will be briefly described below.
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Probability Discounting

Baseline.—Figure 3a shows the raw proportion of responses for the large, uncertain 

reinforcer during baseline training. Recall that inferential statistics were not conducted for 

the raw proportion of responses for the large, uncertain reinforcer. A parameter estimates 

(e.g., discriminability of reinforcer magnitudes) significantly increased across training (Fig. 

3b). Similarly, h parameter estimates (e.g., sensitivity to probabilistic reinforcement) 

significantly increased across blocks of trials (Fig. 3c). These results show that, with 

repeated training, rats learned to prefer the large, uncertain reinforcer when its delivery was 

certain, but they became more sensitive to probabilistic reinforcement.

Effects of psychostimulant drugs on probability discounting.—Panels a–c of 

Figure 4 show the raw proportion of responses for the large, uncertain reinforcer following 

administration of amphetamine, methylphenidate, and methamphetamine. Note that we did 

not analyze these data; instead, we applied the exponential discounting function to these data 

via NLME. Following vehicle treatments, rats responded less for the large, uncertain 

reinforcer as a function of the odds against receiving reinforcement (i.e., as probabilities 

decreased within the session). When delivery of the large, uncertain reinforcer was certain, 

rats primarily selected that alternative relative to the small, certain reinforcer (> 90%). 

Amphetamine (0.5 and 1.0 mg/kg) significantly decreased discriminability of reinforcer 

magnitudes (A parameter estimates; Fig. 4d), and each dose of amphetamine decreased 

sensitivity to probabilistic reinforcement (h parameter estimates; Fig. 4g). Methylphenidate 

did not alter discriminability of reinforcer magnitudes (Fig. 4e), but the highest dose (3.0 

mg/kg) decreased sensitivity to probabilistic reinforcement (Fig. 4h). Each dose of 

methamphetamine significantly decreased discriminability of reinforcer magnitudes (Fig. 4f) 

and decreased sensitivity to probabilistic reinforcement (Fig. 4i).

Effects of Psychostimulant Drugs on Non-reinforced Responses During the Terminal Link

Table 2 shows non-reinforced responses during the terminal link. Overall, rats showed more 

perseverative responding on the lever associated with the small, certain reinforcer when the 

odds against receiving reinforcement was 15 and 31 (i.e., the proportion of responses during 

this component were lower than 0.5), although this effect was not statistically significant for 

rats treated with methamphetamine. Neither amphetamine nor methamphetamine altered 

non-reinforced responses; however, methylphenidate (3.0 mg/kg) increased perseverative 

responding on the lever associated with the small, certain reinforcer. This alteration in 

perseverative responding was most pronounced when the odds against receiving the large, 

uncertain reinforcer were low.

Effects of Psychostimulant Drugs on Response Rates

Table 3 shows response rates following administration of each psychostimulant. Overall, 

response rates were higher during the terminal link relative to the initial link, regardless of 

which drug was administered. Amphetamine (0.5 and 1.0 mg/kg) and methamphetamine 

(each dose) significantly decreased response rates. For methamphetamine, the decreased 

response rate was more pronounced during the terminal link relative to the initial link (trial 

component × reinforcer interaction). Although there was main effect of dose following 
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methylphenidate administration, none of the doses significantly altered response rates 

relative to vehicle.

Discussion

The current study shows that a dependent schedule can be used to measure probability 

discounting, as rats responded less for the probabilistic reinforcer as the odds against 

obtaining that reward alternative decreased across the session. In traditional discounting 

paradigms (e.g., Cardinal & Howes, 2005; Evenden & Ryan, 1996), rats often show 

exclusive preference for one alternative relative to the other at certain probabilities/delays. 

For example, when both reward alternatives are certain, rats most often choose the large, 

uncertain reinforcer. When the probability of obtaining the large, uncertain reinforcer is low, 

some rats show exclusive preference for the small, certain option. Thus, the graded 

discounting functions depicted in previous studies are often the result of averaging across 

rats. Dependent schedules often produce graded discounting functions (e.g., Aparicio et al., 

2013, Aparicio et al., 2015, Aparicio et al., in press). In the current experiment, rats still 

showed relatively steep discounting, but the discounting functions generated with this 

procedure were more graded compared to our previous work using independent schedules 

(e.g., Yates et al., 2016; Yates, Prior, et al., 2018; see Figure 5; also, see Figure 2c for a 

representative discounting curve generated for an individual subject). Concerning drug 

effects, higher doses of amphetamine (0.5 and 1.0 mg/kg) and each dose of 

methamphetamine (0.5–2.0 mg/kg) impaired stimulus control, whereas a lower dose of 

amphetamine (0.25 mg/kg) and the highest dose of methylphenidate (3.0 mg/kg) selectively 

increased risky choice.

Most studies assessing the neurochemical basis of risky choice have analyzed drug effects 

on probability discounting performance by conducting two/three-way ANOVAs on the raw 

proportion of responses for the large, uncertain reinforcer. Using ANOVA to analyze drug 

effects on discounting procedures (whether probability discounting or delay discounting) is 

not ideal for several reasons. One major weakness is decreased power (due to the numerous 

pairwise comparisons that need to be made following significant interactions). For example, 

St Onge and Floresco (2009) report that amphetamine significantly increases risky choice, 

but this effect is only observed after averaging across each dose. When each individual dose 

is subsequently analyzed, there are no significant effects. By using NLME, we are able to 

show that amphetamine significant alters h (0.25–1.0 mg/kg) and A (0.5 and 1.0 mg/kg) 

parameter estimates. The finding that amphetamine (0.25 mg/kg) increased risky choice 

without altering discriminability of reinforcer magnitudes is similar to previous research 

conducted by Floresco and colleagues (St Onge et al., 2010; St Onge & Floresco, 2009). 

Furthermore, the finding that a higher dose of amphetamine (1.0 mg/kg) increased risky 

choice while simultaneously decreasing discriminability is somewhat similar to what St 

Onge and Floresco (2009) observed with this dose. Although St Onge and Floresco (2009) 

did not apply quantitative analyses to their data, their results show that amphetamine (1.0 

mg/kg) decreased responding for the large, uncertain reinforcer when its delivery was certain 

(~95% following vehicle and ~85% following amphetamine; note: the lack of a statistically 

significant effect observed in the St Onge and Floresco (2009) study may be due to the use 

of ANOVA on these data).
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The effects of methamphetamine on probability discounting performance were somewhat 

similar to those observed with amphetamine. However, each dose of methamphetamine 

increased risky choice while impairing discriminability of the two reward alternatives. We 

need to note that we may have observed a selective alteration in h parameter estimates if we 

had used lower doses of methamphetamine (e.g., 0.25 mg/kg); however, previous research 

has shown that a lower dose of methamphetamine (0.3 mg/kg) does not affect responding in 

a choice procedure (Pitts & Febo, 2004). Considering amphetamine and methamphetamine 

have similar pharmacokinetic properties, such as dopamine release in the striatum and 

elimination rates (Melega, Williams, Schmitz, DiStefano, & Cho, 1995), and have similar 

mechanisms of action (see Sulzer, Sonders, Poulsen, & Galli, 2005 for a review), the 

somewhat concordant results observed across these drugs were not surprising. Importantly, 

the effects of amphetamine and methamphetamine do not appear to be due to alterations in 

response rate. Although amphetamine (0.5 and 1.0 mg/kg) significantly decreased response 

rates for both the large, uncertain and small, certain reinforcers, methamphetamine did not 

significantly alter response rates.

The pattern of responding observed following amphetamine (0.5 and 1.0 mg/kg) and 

methamphetamine (0.5–2.0 mg/kg) administration may be influenced, at least in part, to a 

combination of carry-over effects and perseverative responding. One limitation to 

probability discounting tasks is that they typically decrease the probability of obtaining the 

large, uncertain reinforcer across the session (e.g., Cardinal & Howes, 2005; St Onge & 

Floresco 2009; Yates et al., 2015). Because each session ends with the lowest probability, 

subjects, particularly when treated with higher doses of psychostimulants, may start the next 

session by responding as if they are still in the final block of the preceding session (e.g., they 

respond as if the probability of earning the large, uncertain reinforcer is lower than it 

actually is). This carry-over effect may account for the decreased responding for the large, 

uncertain reinforcer when its delivery is certain. Once the subject learns that delivery of the 

large, uncertain reinforcer is certain, they continue to perseverate on this lever during the 

duration of the session. This perseverative responding may account for the increased 

responding for the large, uncertain reinforcer that is observed in these subjects at lower 

probabilities, even though it is more optimal for subjects to respond for the small, certain 

reinforcer. There is evidence that drugs such as amphetamine increase perseverative-like 

responding in probability discounting (St Onge et al., 2010). Considering that non-

reinforced responses during the terminal link were not altered by amphetamine/

methamphetamine, one may argue that the drug effects observed in the current study are 

unrelated to perseverative responding. As discussed in Yates, Gunkel, et al. (2018), there is 

one caveat to this argument. Because rats had to break a photobeam in the food tray to 

extend the levers in the chamber during the initial link, they were equidistant to each lever at 

the beginning of each trial. During the terminal link, the levers extended into the chamber, 

regardless of where the rat was located. In this event, rats may have stayed in the same 

location following completion of the initial link and then responded on the lever directly in 

front of them during the terminal link. Thus, one cannot rule out the possibility that the 

effects of amphetamine (0.5 and 1.0 mg/kg) and methamphetamine (0.5–2.0 mg/kg) 

observed in the current study are due to alterations in perseverative responding. To control 

for drug-induced perseverative responding, one can either (a) run separate groups of rats in 
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which one group is experiences increasing probabilities during the session and another 

group experiences decreasing probabilities during the session or (b) randomize the order in 

which probabilities are presented. Randomizing trial blocks has been incorporated in delay 

discounting (e.g., Aparicio et al., 2013; Aparicio et al., 2015; Pope et al., 2015) but is rarely 

used in probability discounting (but see St Onge et al., 2010, in which they used a pseudo-

randomized schedule).

Whereas higher doses of amphetamine (0.5 and 1.0 mg/kg) and each dose of 

methamphetamine (0.5 mg/kg) impaired discriminability of reinforcer magnitude, 

methylphenidate (3.0 mg/kg) selectively increased risky choice without altering 

discriminability. These results are consistent with those obtained with humans, in which 

methylphenidate is known to increase gambling-like behavior in a task in which participants 

choose between accepting an incurred loss of money or accepting a gamble that can either 

avoid the incurred loss or double it (Campbell-Meiklejohn et al., 2012). Although we did not 

observe a decrease in A parameter estimates following methylphenidate administration, this 

may due to the use of lower doses (0.3–3.0 mg/kg) in the current experiment. Theoretically, 

we may have observed impairment in discriminability of reinforcer magnitude if we had 

used a higher dose of methylphenidate (10.0 mg/kg). However, higher doses of 

methylphenidate (up to 17.0 mg/kg) do not appear to impair discriminability of reinforcer 

magnitude in delay discounting (Pitts & McKinney, 2005).

The results of the current experiment are somewhat similar to those using dependent 

schedules to assess the effects of psychostimulants on sensitivity to delayed reinforcement. 

In the current experiment, amphetamine decreased sensitivity to probabilistic reinforcement 

and, at higher doses, decreased discriminability of reinforcer magnitudes (i.e., rats 

responded less for the large, uncertain reinforcer, even when its delivery was certain). Ta et 

al. (2008) found that amphetamine decreases sensitivity to delayed reinforcement, and 

Maguire et al. (2009) observed decreases in sensitivity to reinforcement amount following 

amphetamine administration. However, although methylphenidate selectively decreased 

sensitivity to probabilistic reinforcement in the current experiment, Pitts et al. (2016) found 

that methylphenidate decreases sensitivity to delayed reinforcement and sensitivity to 

reinforcer amount. This discrepancy may due to the species used across experiments (rat in 

the current experiment; pigeon in Pitts et al., 2016) or may be due to procedural differences. 

In the current experiment, the probability of receiving reinforcement decreased within a 

session. Pitts et al. (2016) randomized the delays to reinforcement across sessions. Also, in 

the current experiment, we used concurrent FR 5/FR 5 schedules of reinforcement as 

opposed to concurrent variable interval schedules of reinforcement.

Because we used concurrent FR schedules during the initial and terminal links, one 

important caveat needs to be discussed. In a concurrent-chains procedure, the use of FR 

schedules can be problematic because they do not control the rate at which animals enter the 

terminal link, even when dependent schedules are used. By using concurrent FR schedules, 

terminal link entry rate and preference for one alternative are confounded. For example, 

when the odds against receiving the large, uncertain reinforcer are 0, rats typically will 

allocate most (if not all) of their responding on trials in which the lever associated with this 

alternative is “active”. Conversely, on trials in which the lever associated with the small, 
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certain reinforcer is “active”, rats will initially respond on the lever associated with the large, 

uncertain reinforcer before responding on the lever associated with the small magnitude 

reinforcer. Therefore, the time it takes to enter the terminal link increases for these trials. 

This in turn increases the amount of time that passes before the animal receives 

reinforcement. Research has shown that as the time spent in the initial link for one 

alternative increases, preference for that alternative will decrease (see Grace, 1994 for a 

discussion). Appendix 1 presents representative data for one subject following amphetamine 

injections to further illustrate this point. In order to prevent this limitation, concurrent 

variable interval or random interval schedules can be used, as they control the rate at which 

subjects enter each terminal link even when response rate changes (e.g., Aparicio et al., 

2015; Beeby & White, 2013; Maguire et al., 2009; Ta et al., 2008).

Despite the limitations of using concurrent FR schedules, one interesting observation is that 

psychostimulants decrease sensitivity to delayed and probabilistic reinforcement in similar 

manners. The current results mirror the results obtained in delay and probability discounting 

tasks that do not incorporate dependent schedules (Floresco & Whelan, 2009; St Onge & 

Floresco, 2009; van Gaalen et al., 2006; Winstanley, Dalley, Theobald, & Robbins, 2003). 

Considering psychostimulants shift delay discounting and probability discounting functions 

in the same direction, this raises the question of whether “impulsive choice” and “risky 

choice” reflect dissociable constructs or if they describe a similar underlying behavioral 

mechanism (Myerson & Green, 1995; Rachlin et al., 1991). In the case of delayed 

reinforcement, the finding that psychostimulant drugs decrease sensitivity to delayed 

reinforcement can be interpreted as a decrease in impulsive choice; however, when these 

drugs decrease sensitivity to probabilistic reinforcement (i.e., shift the discounting function 

in the same direction as in delay discounting), the drug effects are now interpreted as 

increases in risky choice. Fully understanding how drugs affect multiple dimensions of 

choice (e.g., delay, probability, magnitude, etc.) can help us develop better treatments for 

those with disorders characterized by excessive impulsivity (e.g., attention-deficit/

hyperactivity disorder) and/or excessive risk (e.g., pathological gambling and substance use 

disorders).

In conclusion, we are able to show that a dependent schedule can be used to measure 

probability discounting in rats. This procedure provides an advantage over traditional 

measures of probability discounting (e.g., Cardinal & Howes, 2005; St Onge et al., 2010; St 

Onge & Floresco, 2009; Yates et al., 2016) as it prevents sensitivity to probabilistic 

reinforcement/reinforcer magnitude to be confounded by preference (e.g., Beeby & White, 

2013; Pope et al., 2015). Additionally, we show that psychostimulants promote suboptimal 

choice in this task, as rats respond more on the lever associated with probabilistic reinforcer 

even when the expected value for this alternative is lower than responding on the other lever, 

and in the case of amphetamine (0.5 and 1.0 mg/kg) and methamphetamine (0.5–2.0 mg/kg), 

they decrease preference for the large, uncertain reinforcer when its delivery is certain. This 

procedure can be used to further assess the neurochemical basis of probability discounting 

and be applied to other measures of risky choice, such as the risky decision task RDT (e.g., 

Simon et al., 2009; Orsini et al., 2016). Considering the data generated from the RDT appear 

to follow an exponential function, dependent schedules, in conjunction with NLME 

analyses, can be used to determine if pharmacological manipulations increase/decrease 
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sensitivity to reinforcement coupled to punishment and/or discriminability of reinforcer 

magnitudes.
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Appendix 1:: Time Spent During Initial Links and Preference for Each 

Alternative

To illustrate the issues of using concurrent FR schedules of reinforcement in concurrent-

chains procedures, we have plotted the proportion of choices for the large, uncertain 

reinforcer for one subject (Subject 501) following administration of each dose of d-

amphetamine (see top row of the figure provided below for the raw proportion of responses), 

and we have plotted the time spent in each initial link (LR+ trials vs. SS+ trials; see Figure 2 

of manuscript for a description of LR+ and SS+ trials) following each dose of amphetamine 

(see bottom row of figure provided below). Due to a programming error, we were unable to 

extract the time spent in each initial link during the second block of trials (3 odds against). 

Thus, we only plotted data for blocks of trials (0, 7, 15, and 31 odds against) in which we 

could extract these data. Under vehicle conditions, as preference for the large, uncertain 

reinforcer decreases across blocks of trials, the time spent in the initial link associated with 

this alternative increases. Conversely, the time spent in the initial link associated with the 

small, certain reinforcer decreases across the session. Overall, as the dose of amphetamine 

increases, the time spent in each initial link increases (amphetamine decreased overall 

response rates); however, amphetamine appears to cause a larger percentage increase in the 

time spent in the initial link associated with the small, certain reinforcer relative to the time 

spent in the initial link associated with the large, uncertain reinforcer. This may (at least 

partially) account for the increased preference for the large, uncertain reinforcer that is 

observed following amphetamine administration.

Yates et al. Page 13

Exp Clin Psychopharmacol. Author manuscript; available in PMC 2020 June 26.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



References

Adriani W, Rea M, Baviera M, Invernizzi W, Carli M, Ghirardi O, … Laviola G (2004). Acetyl-L-
carnitine reduces impulsive behaviour in adolescent rats. Psychopharmacology, 176, 296–304. 
10.1007/s00213-004-1892-9 [PubMed: 15138763] 

Aparicio CF, Elcoro M, & Alonso-Alvarez B (2015). A long-term study of the impulsive choices of 
Lewis and Fischer 344 rats. Learning & Behavior, 43, 251–271. 10.3758/s13420-015-0177-y 
[PubMed: 25862317] 

Aparicio CF, Hennigan PJ, Mulligan LJ, & Alonso-Alvarez B (in press). Spontaneously hypertensive 
(SHR) rats choose more impulsively than Wistar-Kyoto (WKY) rats on a delay discounting task. 
Behavioural Brain Research. 10.1016/j.bbr.2017.09.040

Aparicio CF, Hughes CE, & Pitts RC (2013). Impulsive choice in Lewis and Fischer 344 rats: effects 
of extended training. Conductual 1, 22–46.

Baarendse PJJ, & Vanderschuren LJMJ (2012). Dissociable effects of monoamine reuptake inhibitors 
on distinct forms of impulsive behavior in rats. Psychopharmacology, 219, 313–326. 10.1007/
s00213-011-2576-x [PubMed: 22134476] 

Baladi MG, Nielsen SM, Umpierre A, Hanson GR, & Fleckenstein AE (2014). Prior methylphenidate 
self-administration alters the subsequent reinforcing effects of methamphetamine in rats. 
Behavioural Pharmacology, 25, 758–765. 10.1097/FBP.0000000000000094 [PubMed: 25325290] 

Balster RL, & Schuster CR (1973). A comparison of d-amphetamine, l-amphetamine, and 
methamphetamine self-administration in rhesus monkeys. Pharmacology, Biochemistry and 
Behavior, 19, 67–71. 10.1016/0091-3057(73)90057-9

Beckmann JS, Chow JJ, & Hutsell BA (in press). Cocaine-associated decision-making: Toward 
isolating preference. Neuropharmacology. 10.1016/j.neuropharm.2019.03.025

Beeby E, & White KG (2013). Preference reversal between impulsive and self-control choice. Journal 
of the Experimental Analysis of Behavior, 99, 260–276. 10.1002/jeab.23 [PubMed: 23440893] 

Bischoff-Grethe A, Connolly CG, Jordan SJ, Brown GG, Paulus MP, Tapert SF, … TMARC Group. 
(2017). Altered reward expectancy in individuals with recent methamphetamine dependence. The 
Journal of Psychopharmacology, 31, 17–30. 10.1177/0269881116668590 [PubMed: 27649775] 

Campbell-Meiklejohn D, Simonsen A, Scheel-Krüger J, Wohlert V, Gjerløff T, Frith CD, … Møller A 
(2012). In for a penny, in for a pound: Methylphenidate reduces the inhibitory effect of high stakes 
on persistent risky choice. The Journal of Neuroscience, 32, 13032–12038. 10.1523/
JNEUROSCI.0151-12.2012 [PubMed: 22993421] 

Cardinal RN, & Howes NJ (2005). Effects of lesions of the nucleus accumbens core on choice between 
small certain rewards and large uncertain rewards in rats. BMC Neuroscience, 6, 37 
10.1186/1471-2202-6-37 [PubMed: 15921529] 

Yates et al. Page 14

Exp Clin Psychopharmacol. Author manuscript; available in PMC 2020 June 26.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Collins RJ, Weeks RJ, Cooper MM, Good PI, & Russell RR (1984). Prediction of abuse liability of 
drugs using IV self-administration by rats. Psychopharmacology, 82, 6–13. 10.1007/BF00426372 
[PubMed: 6141585] 

Ersche KD, Fletcher PC, Lewis SJ, Clark L, Stocks-Gee G London M, … Sahakian BJ (2005). 
Abnormal frontal activations related to decision-making in current and former amphetamine and 
opiate dependent individuals. Psychopharmacology, 180, 612–623. 10.1007/s00213-005-2205-7 
[PubMed: 16163533] 

Evenden JL, & Ryan CN (1996). The pharmacology of impulsive behaviour in rats: The effects of 
drugs on response choice with varying delays of reinforcement. Psychopharmacology, 128, 161–
170. 10.1007/s002130050121 [PubMed: 8956377] 

Floresco SB, & Whelan JM (2009). Perturbations in different forms of cost/benefit decision making 
induced by repeated amphetamine exposure. Psychopharmacology, 205, 189–201. 10.1007/
s00213-009-1529-0 [PubMed: 19365622] 

Grace RC (1994). A contextual model of concurrent-chains choice. Journal of the Experimental 
Analysis of Behavior, 61, 113–129. 10.1901/jeab.1994.61-113 [PubMed: 16812722] 

Harrod SB, Dwoskin LP, Crooks PA, Klebaur JE, & Bardo MT (2001). Lobeline attenuates d-
methamphetamine self-administration in rats. The Journal of Pharmacology and Experimental 
Therapeutics, 298, 172–179. [PubMed: 11408539] 

Jenni NL, Larkin JD, & Floresco SB (2017). Prefrontal dopamine D1 and D2 receptors regulate 
dissociable aspects of decision making via distinct ventral striatal and amygdalar circuits. The 
Journal of Neuroscience, 37, 6200–6213. 10.1523/JNEUROSCI.0030-17.2017 [PubMed: 
28546312] 

Kohno M, Morales AM, Ghahremani DG, Hellemann G, & London ED (2014). Risky decision 
making, prefrontal cortex, and mesocorticolimbic functional connectivity in methamphetamine 
dependence. JAMA Psychiatry, 71, 812–820. 10.1001/jamapsychiatry.2014.399 [PubMed: 
24850532] 

Kyonka EGE, & Grace RC (2008). Rapid acquisition of preference in concurrent chains when 
alternatives differ on multiple dimensions of reinforcement. Journal of the Experimental Analysis 
of Behavior, 89, 49–69. 10.1901/jeab.2008.89-49 [PubMed: 18338675] 

Maguire DR, Rodewald AM, Hughes CE, & Pitts RC (2009). Rapid acquisition of preference in 
concurrent schedules: Effects of d-amphetamine on sensitivity to reinforcement amount. 
Behavioural Processes, 81, 238–243. 10.1016/j.beproc.2009.01.001 [PubMed: 19429218] 

Marusich JA, & Bardo MT (2009). Differences in impulsivity on a delay-discounting task predict self-
administration of a low unit dose of methylphenidate in rats. Behavioural Pharmacology, 20, 447–
454. 10.1097/FBP.0b013e328330ad6d [PubMed: 19696657] 

Melega WP, Williams AW, Schmitz DA, DiStefano EW, & Cho AK (1995). Pharmacokinetic and 
pharmacodynamics analysis of the actions of D-amphetamine and D-methamphetamine on the 
dopamine terminal. Journal of Pharmacology and Experimental Therapeutics, 274, 90–96. 
[PubMed: 7616454] 

Montes DR, Stopper CM, & Floresco SB (2015). Noradrenergic modulation of risk/reward decision 
making. Psychopharmacology, 232, 2681–2696. 10.1007/s00213-015-3904-3 [PubMed: 
25761840] 

Munzar P, Baumann MH, Shoaib M, & Goldberg SR (1999). Effects of dopamine and serotonin-
releasing agents on methamphetamine discrimination and self-administration in rats. 
Psychopharmacology, 141, 287–296. 10.1007/s002130050836 [PubMed: 10027510] 

Myerson J, & Green L (1995). Discounting of delayed rewards: models of individual choice. Journal of 
the Experimental Analysis of Behavior, 64, 263–276. 10.1901/jeab.1995.64-263 [PubMed: 
16812772] 

Orsini CA, Willis ML, Gilbert RJ, Bizon JL, & Setlow B (2016). Sex differences in a rat model of 
risky decision making. Behavioral Neuroscience, 130, 50–61. 10.1037/bne0000111 [PubMed: 
26653713] 

Pardey MC, Kumar NN, Goodchild AK, & Cornish JL (2012). Catecholamine receptors differentially 
mediate impulsive choice in the medial prefrontal and orbitofrontal cortex. Journal of 
Psychopharmacology, 27, 203–212. 10.1177/0269881112465497 [PubMed: 23135240] 

Yates et al. Page 15

Exp Clin Psychopharmacol. Author manuscript; available in PMC 2020 June 26.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Paterson NE, Wetzler C, Hackett A, & Hanania T (2012). Impulsive action and impulsive choice are 
mediated by distinct neuropharmacological substrates. International Journal of 
Neuropsychopharmacology, 15, 1473–1487. 10.1017/S1461145711001635 [PubMed: 22094071] 

Perry JL, Stairs DJ, & Bardo MT (2008). Impulsive choice and environmental enrichment: Effects of 
d-amphetamine and methylphenidate. Behavioural Brain Research, 193, 48–54. 10.1016/
j.bbr.2008.04.019 [PubMed: 18534693] 

Pickens R (1968). Self-administration of stimulants by rats. International Journal of the Addictions, 3, 
215–221. 10.3109/10826086809042896

Pinheiro J, Bates D, DebRoy S, Sarkar D (2007). Linear and nonlinear mixed effects models. R 
Foundation for Statistical Computing, Vienna, Austria.

Pitts RC, Cummings CW, Cummings C, Woodstock RL, & Hughes CE (2016). Effects of 
methylphenidate on sensitivity to reinforcement delay and to reinforcement amount in pigeons: 
Implications for impulsive choice. Experimental and Clinical Psychopharmacology, 24, 464–476. 
10.1037/pha0000092 [PubMed: 27668767] 

Pitts RC, & Febbo SM (2004). Quantitative analyses of methamphetamine’s effects on self-control 
choices: implications for elucidating behavioral mechanisms of drug action. Behavioural 
Processes, 66, 213–233. 10.1016/j.beproc.2004.03.006 [PubMed: 15157974] 

Pitts RC, & McKinney AP (2005). Effects of methylphenidate and morphine on delay-discount 
functions obtained within sessions. Journal of the Experimental Analysis of Behavior, 83, 297–
314. 10.1901/jeab.2005.47-04 [PubMed: 16047609] 

Pope DA, Newland C, & Hutsell BA (2015). Delay-specific stimuli and genotype interact to determine 
temporal discounting in a rapid-acquisition procedure. Journal of the Experimental Analysis of 
Behavior, 103, 450–471. 10.1002/jeab.148 [PubMed: 25869302] 

Rachlin H, Raineri A, & Cross D (1991). Subjective probability and delay. Journal of the Experimental 
Analysis of Behavior, 55, 233–244. 10.1901/jeab.1991.55-233 [PubMed: 2037827] 

Reynolds AR, Strickland JC, Stoops WW, Lile JA, & Rush CR (2017). Buspirone maintenance does 
not alter the reinforcing, subjective, and cardiovascular effects of intranasal methamphetamine. 
Drug and Alcohol Dependence, 181, 25–29. 10.1016/j.drugalcdep.2017.08.038 [PubMed: 
29028556] 

Richards JB, Sabol KE, & de Wit H (1999). Effects of methamphetamine on the adjusting amount 
procedure, a model of impulsive behavior in rats. Psychopharmacology, 146, 432–439. [PubMed: 
10550493] 

Rush CR, Essman WD, Simpson CA, & Baker RW (2001). Reinforcing and subject-rated effects of 
methylphenidate and d-amphetamine in non-drug-abusing humans. Journal of Clinical 
Psychopharmacology, 21, 273–286. 10.1097/00004714-200106000-00005 [PubMed: 11386490] 

Rush CR, Stoops WW, Lile JA, Glaser PE, & Hays LR (2011). Subjective and physiological effects of 
acute intranasal methamphetamine during d-amphetamine maintenance. Psychopharmacology, 
214, 665–674. 10.1007/s00213-010-2067-5 [PubMed: 21072503] 

Siemian JN, Xue Z, Blough BE, & Li JX (2017). Comparison of some behavioral effects of d- and l-
methamphetamine in adult male rats. Psychopharmacology, 234, 2167–2176. 10.1007/
s00213-017-4623-8 [PubMed: 28386698] 

Simon NW, Gilbert RJ, Mayse JD, Bizon JL, & Setlow B (2009). Balancing risky and reward: A rat 
model of risky decision making. Neuropsychopharmacology, 34, 2208–2217. https://doi.org/
10.1038.npp.2009.48 [PubMed: 19440192] 

Simon NW, Montgomery KS, Beas BS, Mitchell MR, LaSarge CL, Mendez IA, … Setlow B (2011). 
Dopaminergic modulation of risky decision-making. The Journal of Neuroscience, 31, 17460–
17470. 10.1523/JNEUROSCI.3772-11.2011 [PubMed: 22131407] 

Slezak JM, & Anderson KG (2011). Effects of acute and chronic methylphenidate on delay 
discounting. Pharmacology, Biochemistry and Behavior, 99, 545–551. 10.1016/j.pbb.2011.05.027

St Onge JR, Chiu YC, & Floresco SB (2010). Differential effects of dopaminergic manipulations on 
risky choice. Psychopharmacology, 211, 209–221. 10.1007/s00213-010-1883-y [PubMed: 
20495787] 

St Onge JR, & Floresco SB (2009). Dopaminergic modulation of risk-based decision making. 
Neuropsychopharmacology, 34, 681–697. 10.1038/npp.2008.121 [PubMed: 18668030] 

Yates et al. Page 16

Exp Clin Psychopharmacol. Author manuscript; available in PMC 2020 June 26.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

https://doi.org/10.1038.npp.2009.48
https://doi.org/10.1038.npp.2009.48


Stoops WW (2008). Reinforcing effects of stimulants in humans: Sensitivity of progressive-ratio 
schedules. Experimental and Clinical Psychopharmacology, 16, 503–512. 10.1037/a00113657 
[PubMed: 19086771] 

Stoops WW, Glaser PEA, Fillmore MT, & Rush CR (2004). Reinforcing, subject-rated, performance 
and physiological effects of methylphenidate and d-amphetamine in stimulant abusing humans. 
Journal of Psychopharmacology, 18, 534–543. 10.1177/026988110401800411 [PubMed: 
15582920] 

Stopper CM, Green EB, & Floresco SB (2014). Selective involvement by the medial orbitofrontal 
cortex in biasing risky, but not impulsive, choice. Cerebral Cortex, 24, 154–162. 10.1093/cercor/
bhs297 [PubMed: 23042736] 

Stubbs DA, & Pliskoff SS (1969). Concurrent responding with fixed relative rate of reinforcement. 
Journal of the Experimental Analysis of Behavior, 12, 887–895. 10.1901/jeab.12-887 [PubMed: 
16811417] 

Sulzer D, Sonders MS, Poulsen NW, & Galli A (2005). Mechanisms of neurotransmitter release by 
amphetamines: A review. Progress in Neurobiology, 75, 406–433. https://doi/org/10.1016/
j.pneurobio.2005.04.003 [PubMed: 15955613] 

Ta W-M, Pitts RC, Hughes CE, McLean AP, & Grace RC (2008). Rapid acquisition of preference in 
concurrent-chains: Effects of d-amphetamine on sensitivity to reinforcement delay. Journal of the 
Experimental Analysis of Behavior, 89, 71–91. https://doi.10.1901/jeab.2008.89-71 [PubMed: 
18338676] 

Tanno T, Maguire DR, Henson C, & France CP (2014). Effects of amphetamine and methylphenidate 
on delay discounting in rats: Interactions with order of delay presentation. Psychopharmacology, 
231, 85–95. 10.1007/s00213-013-3209-3 [PubMed: 23963529] 

van Gaalen MM, van Koten R, Schoffelmeer AN, & Vanderschuren LJ (2006). Critical involvement of 
dopaminergic neurotransmission in impulsive decision making. Biological Psychiatry, 60, 66–73. 
10.1016/j.biopsych.2005.06.005 [PubMed: 16125144] 

Wade TR, de Wit H, & Richards JB (2000). Effects of dopaminergic drugs on delayed reward as a 
measure of impulsive behavior in rats. Psychopharmacology, 150, 90–101. [PubMed: 10867981] 

Winstanley CA, Dalley JW, Theobald DEH, & Robbins TW (2003). Global 5-HT depletion attenuates 
the ability of amphetamine to decrease impulsive choice on a delay-discounting task in rats. 
Psychopharmacology, 170, 320–331. 10.1007/s00213-003-1546-3 [PubMed: 12955303] 

Wooters TE, & Bardo MT (2011). Methylphenidate and fluphenazine, but not amphetamine, 
differentially affect impulsive choice in Spontaneously Hypertensive, Wistar-Kyoto and Sprague-
Dawley rats. Brain Research, 1396, 45–53. 10.1016/j.brainres.2011.04.040 [PubMed: 21570676] 

Yates JR, Batten SR, Bardo MT, & Beckmann JS (2015). Role of ionotropic glutamate receptors in 
delay and probability discounting in the rat. Psychopharmacology, 232, 1187–1196. 10.1007/
s00213-014-3747-3 [PubMed: 25270726] 

Yates JR, Brietenstein KA, Gunkel BT, Hughes MN, Johnson AB, Rogers KK, & Sharpe SM (2016). 
Effects of NMDA receptor antagonists on probability discounting depend on the order of 
probability presentation. Pharmacology, Biochemistry and Behavior, 150–151, 31–38. 10.1016/
j.pbb.2016.09.004

Yates JR, Gunkel BT, Rogers KK, Breitenstein KA, Hughes MN, Johnson AB, & Sharpe SM (2018). 
Effects of N-methyl-D-aspartate receptor (NMDAr) uncompetitive antagonists in a delay-
discounting paradigm using a concurrent-chains procedure. Behavioural Brain Research, 349, 
125–129. 10.1007/s00213-016-4469-5 [PubMed: 29604367] 

Yates JR, Prior NA, Chitwood MR, Day HA, Heidel JR, Hopkins SE, Muncie BT, … Wells EE (2018). 
Effects of Ro 63–1908, antagonist at GluN2B–containing NMDA receptors, on delay and 
probability discounting in male rats: Modulation by delay/probability presentation order. 
Experimental and Clinical Psychopharmacology, 26, 525–540. 10.1037/pha0000216 [PubMed: 
30035577] 

Yates et al. Page 17

Exp Clin Psychopharmacol. Author manuscript; available in PMC 2020 June 26.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

https://doi/org/10.1016/j.pneurobio.2005.04.003
https://doi/org/10.1016/j.pneurobio.2005.04.003
https://doi.10.1901/jeab.2008.89-71


Public Significance Statement:

Probability discounting is often used to measure risky choice in rodents; however, 

probability discounting tasks often incorporate independent schedules of reinforcement, 

which allow subjects to show exclusive preference for one alternative. By using a 

dependent schedule, we are able to measure risky choice while simultaneously 

controlling for reinforcer frequency. The psychostimulant drugs amphetamine and 

methylphenidate increase risky choice, whereas methamphetamine impairs 

discriminability of reinforcer magnitude.
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Figure 1. 
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Schematic illustrating two trials in the concurrent-chains procedure for one rat. For this 

particular rat, the left lever is associated with the large, uncertain reinforcer, and the right 

lever is associated with the small, certain reinforcer. During the initial link, the lever that 

allows the rat to advance to the terminal link is determined by the program (this is the 

dependent schedule). In trial 1, responses on the left lever are recorded during the initial link 

but have no programmed consequence. In this case, the rat has to complete the response 

requirement (FR 5) on the right lever to end the initial link. After a 2-s delay, the terminal 

link begins. Responses on the left lever are recorded but have no programmed consequence. 

Completing the response requirement (FR 3) on the right lever results in delivery of one 

sucrose-based pellet. In trial 2, responses on the right lever during the initial link are 

recorded but have no programmed consequences. The rat has to respond on the left lever to 

advance to the terminal link. During the terminal link, responses on the right lever are 

recorded but have no programmed consequences. Completing the response requirement on 

the left lever results in probabilistic delivery of four sucrose-based pellets. For each rat, the 

active lever (i.e., the lever that ends the initial link and the lever that leads to reinforcement) 

is pseudo-randomized across trials, such that each lever leads to reinforcement on an equal 

number of trials (5 trials each per block; 25 total trials across the session). Abbreviations: 

HL = house light; ITI = inter-trial interval; LL = left lever; LSL = left stimulus light; OA = 

odds against (note: odds against = [1/probability]-1); RR = right lever; RSL = right stimulus 

light.
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Figure 2. 
Example session from subject 503 during the initial link of the concurrent chains procedure 

(dependent schedule component) following administration of vehicle (for methylphenidate). 

(a) Trial-by-trial (rows) and block-by-block (columns) breakdown during the dependent 

schedule, where the right lever is associated with the small, certain reinforcer, and the left 

lever is associated with the large, uncertain reinforcer. Within each trial, only one reinforcer 

is scheduled, represented by bolded text with (+) sign. The number below LR/SS labels 

represents the number of responses made on that lever (note: LR = large, risky reinforcer; SS 

= small, safe reinforcer). Numbers that are under bolded labels with (+) signs represent 

forced responses (i.e., rats have to respond on this lever to advance from the initial link to 

the terminal link). Numbers that are under un-bolded labels with (−) signs represent choice 

responses (i.e., responses on this lever are not necessary to advance the trial to the terminal 

link). (b) Graphical representation of the number of choice responses for the LR and the SS 

across blocks as a function of odds against (OA). (c) Graphical representation of the 

proportion of responses for the LR based upon LR and SS choice responses; the line 

indicates the best fit of the exponential discounting function. The A and h parameter 

estimate, as well as R2, are listed on the figure. Note: figure is adapted from Beckmann et al. 

(in press).
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Figure 3. 
Mean (±SEM) proportion of responses for the large, uncertain reinforcer as a function of 

odds against (OA) averaged across sessions 1–3, sessions 21–23, and sessions 41–43 (a). 

Lines are NLME-determined best fits of the exponential discounting function. Mean 

(±SEM) A (b) and h (c) parameter estimates across the sessions depicted in panel a. *p 
< .05, relative to sessions 1–3. #p < .05, relative to sessions 1–3 and sessions 21–23.
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Figure 4. 
Mean (±SEM) proportion of responses for the large, uncertain reinforcer during the initial 

link as a function of odds against (OA) across each dose of amphetamine (a), 

methylphenidate (b), and methamphetamine (c). Lines are NLME-determined best fits of the 

exponential discounting function. Mean (±SEM) A parameter estimates derived from the 

exponential function across each dose of amphetamine (d), methylphenidate (e), and 

methamphetamine (f). Mean (±SEM) h parameter estimates derived from the exponential 

function across each dose of amphetamine (g), methylphenidate (h), and methamphetamine 

(i). *p < .05, relative to vehicle. Note: in panels d-i, V = vehicle.
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Figure 5. 
Mean (±SEM) proportion of responses for the large, uncertain reinforcer as a function of 

odds against (OA) in the current experiment and in two of our previous studies (Yates et al. 

2016; Yates, Prior, et al. 2018) (a). Lines are NLME-determined best fits of the exponential 

discounting function. Mean (±SEM) A (b) and h (c) parameter estimates across the 

experiments depicted in panel a. *p < .05, relative to the current experiment and the Yates, 

Prior, et al. (2018) study (b), and relative to the Yates, Prior, et al. (2018) and the Yates et al. 

(2016) studies (c).
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Table 1

Results of the inferential tests used to analyze A and h parameter estimates derived from the exponential 

discounting function and nonreinforced responses during the terminal link.

Probability Discounting Results

Baseline

Parameter DF F p

A 2, 107 4.824 .010

h 2, 107 24.017 < .001

Amphetamine

Parameter DF F p

A 3, 145 4.556 .004

h 3, 145 5.650 .001

Methylphenidate

Parameter DF F p

A 3, 145 0.704 .551

h 3, 145 3.006 .032

Methamphetamire

Parameter DF F p

A 3, 137 9.315 < .001

h 3, 137 8.001 < .001

Nonreinforced Responses During Terminal Link Results

Amphetamine

Factor DF F p

Dose 3, 133 0.202 .895

Trial Block 4, 133 4.184 .003

Dose × Trial Block 12, 133 1.0647 .395

Methylphenidate

Factor DF F p

Dose 3, 133 6.210 < .001

Trial Block 4, 133 6.860 < .001

Dose × Trial Block 12, 133 0.893 .555

Methamphetamine

Factor DF F p

Dose 3, 125 0.859 .465

Trial Block 4, 125 1.507 .204

Dose × Trial Block 12, 125 0.267 .993

Response Rate Results

Amphetamine

Factor DF F P

Trial Component (TC) 1, 105 125.847 < .001

Dose (D) 3, 105 15.094 < .001

Reinforcer (R) 1, 105 2.413 .123

Exp Clin Psychopharmacol. Author manuscript; available in PMC 2020 June 26.
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TC × D 3, 105 1.890 .136

TC × R 1, 105 0.349 .556

D × R 3, 105 0.647 .587

TC × D × R 3, 105 0.349 .790

Methylphenidate

Factor DF F P

Trial Component (TC) 1, 105 186.123 < .001

Dose (D) 3, 105 4.349 .006

Reinforcer (R) 1, 105 17.599 < .001

TC × D 3, 105 0.528 .664

TC × R 1, 105 2.394 .125

D × R 3, 105 0.948 .420

TC × D × R 3, 105 0.396 .756

Methamphetamine

Factor DF F P

Trial Component (TC) 1, 103 122.370 < .001

Dose (D) 3, 103 25.097 < .001

Reinforcer (R) 1, 103 2.695 .104

TC × D 3, 103 3.238 .025

TC × R 1, 103 0.062 .804

D × R 3, 103 1.559 .204

TC × D × R 3, 103 0.801 .496

Exp Clin Psychopharmacol. Author manuscript; available in PMC 2020 June 26.
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