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Abstract

To improve drug discovery yield, a method which is implemented at the beginning of drug 

discovery that accurately predicts drug side effects, indications, efficacy, and mode of action based 

solely on the input of the drug’s chemical structure is needed. In contrast, extant predictive 

methods do not comprehensively address these aspects of drug discovery and rely on features 

derived from extensive, often unavailable experimental information for novel molecules. To 

address these issues, we developed MEDICASCY, a multi-label based boosted random forest 

machine learning method that only requires the small molecule’s chemical structure for drug side 

effect, indication, efficacy, and probable mode of action target predictions, yet, it has comparable 

or even significantly better performance than existing approaches requiring far more information. 

In retrospective benchmarking on high confidence predictions, MEDICASCY shows about 78% 

precision and recall for predicting at least one severe side effect, and 72% precision drug efficacy. 

Experimental validation of MEDICASCY’s efficacy predictions on novel molecules shows close 

to 80% precision for the inhibition of growth in ovarian, breast and prostate cancer cell lines. 

Thus, MEDICASCY should improve the success rate for new drug approval. A web service for 

academic users is available at http://pwp.gatech.edu/cssb/MEDICASCY.
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INTRODUCTION

The cost of developing a new drug for complex diseases has been estimated to be about 1.4 

billion dollars 1. Moreover, the likelihood of a drug being approved is quite low 2, 3. For 

example, the overall success rate for a drug candidate to pass a Phase 1 trial is 13.8% 3. The 

success rates from Phase 1 to 2, Phase 2 to 3 and Phase 3 to final approval are 66.4%, 58.3% 

and 59.0%, respectively. There can be many reasons for drug failure. While lack of safety is 

the major cause of Phase 1 failures, lack of efficacy is responsible for over 50% of Phase 2 

and 3 drug failures 4. To reduce the low success rates for new drug development, 

computational methods that accurately predict severe drug side effects and appropriate drug 

indications are sorely needed. In that regard, there have been a number of methods 

developed for predicting drug side effects 5–15 or efficacy 16, 17; these treatments address 

drug side effects and efficacy independently and often do not provide insight into the mode 

of action of a successful or failed drug. Moreover, except for the empirical drug side effect 

prediction method developed in our earlier work, DR. PRODIS 7, whose drug coverage and 

precision for severe side effect prediction was limited, all alternative approaches require very 

extensively curated experimental or/and bioinformatics data as input for the given drug. For 

new drug development, these kinds of data are mostly unavailable, and the acquisition of 

such data for a large ligand library whose translational relevance is unknown is prohibitively 

expensive. Thus, their practical application is limited to the repurposing of well-studied 

drugs 16, 18; as such, they are not much help in new drug development.

To begin to address this critical need, Zhou et al developed DR. PRODIS 7, an empirical side 

effect prediction method that can be applied to new drugs and which merely requires the 

drug’s chemical structure as its input. As a first step, DR. PRODIS employs the virtual 

ligand screening algorithm FINDSITEcomb 19 to predict its binding human protein targets. 

Then, using the drug’s predicted protein targets, it’s possible side effects on humans are 

predicted by an empirical drug inference method. In practice, DR. PRODIS was applied to 

all small molecules in DrugBank 20. In testing on the 996 SIDER2 drug set 21, DR. PRODIS 

gives an average precision and recall per drug of 56.5% and 23.6%, respectively. This 

performance is better than the 30% precision at a 24% recall rate of the earlier machine 

learning based method that required substantial experimental and bioinformatics data as 

input10.

In this paper, to improve the accuracy for predicting side effects, especially severe ones, 

provided by DR. PRODIS whose precision for predicting at least one severe side effect is 

58.7% and which could neither predict drug efficacy, nor drug mode of action, we have 

developed MEDICASCY (Machine lEarning approach for preDICting mode of Action, 
Side effects, indications efficaCY of small molecule drugs). MEDICASCY employs 

sophisticated Boosted Random Forest (BRF) machine learning approaches where small 

molecule ligand-protein partners are predicted from a significantly improved version of 

FINDSITEcomb 19, FINDSITEcomb2.0 22. MEDICASCY has two models, one predicts side 

effects and the other predicts indications. Efficacy and modes of action are then derived from 

the side effect and indication predictions. The advantage of these simultaneous predictions is 

that by predicting side effects and indications within the same framework, MEDICASCY 

can filter out those drugs having severe side effects and distinguish efficacious indications 
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from non-efficacious indications and from side effects that might cause the disease 

indication. For example, a drug with the predicted side effect of cancer might cause cancer, 

whereas a drug with the cancer indication but without the cancer side effect might be useful 

for treating cancer. Moreover, when combined with the predicted human protein targets, 

MEDICASCY can be utilized to infer probable mode of action targets responsible for the 

side effect and/or indication. Thus, it can also provide deeper insights into how the drug 

works that go beyond the single disease-causing protein target-drug interaction paradigm of 

drug discovery. This combined ability to predict drug side effects, indications, efficacy and 

mode of action within one framework is, to the best of our knowledge, a unique feature of 

MEDICASCY. Here, we benchmark this new method against the state-of-the-art methods 

and show that by just using the drug’s chemical structure, MEDICASCY performs 

comparably to or is often better than the state-of-the-art methods 5, 6, 12, 16 that require 

extensive experimental and/or bioinformatics data as input. Thus, MEDICASCY is 

particularly useful for new drug development when such experimental and/or bioinformatics 

data are rarely available.

MATERIALS AND METHODS

The flowchart of MEDICASCY is shown in Figure 1. The training and prediction 

procedures are the same for both side effects and indications. They only differ in the dataset 

used for training. For a drug to be predicted to be efficacious for a given indication, it must 

be predicted as having that indication but not have the side effect associated with the 

indication. For example, a given drug can have the indication as cancer, but also have the 

same side effect as cancer. We would then predict that the drug could cause cancer. 

Conversely, if a drug has the indication as cancer but not the side of effect of cancer, then it 

would be predicted to be efficacious in cancer treatment.

For training, the inputs are the known side effects or indications of a library of drugs and 

their corresponding two-dimensional (2D) chemical structures. The training objective 

function (label) values are multi-dimensional vectors. For example, for SIDER4 side effects, 

the dimension is 4251 representing 4251 types of side effects. If a drug has a given type of 

side effect, the value of the coordinate representing the side effect is set to 1, otherwise, it is 

0. The dimension of the indication label vector is 3608. Side effects and indications are 

trained independently of each other. We compute two classes of machine learning features: 

the predicted disease association profiles of the protein targets and the fingerprints of the 

drugs (see below for details) which is based on the idea that similar drugs might have similar 

side effects and indications. A Boosted Random Forest (BRF) multi-label regression 

approach learns from known side effect or disease indication data sets to generate models. 

Each class of features is used independently to generate the requisite models. For the 

prediction of drug side effects or drug disease indications, the only input required for the 

drug is its 2D chemical structure. Again, the predicted disease association profiles and 

fingerprints of the drugs are computed. The BRF uses the corresponding models trained 

from the two different feature classes to make two predictions. The predicted label vector 

has the same dimension as the training labels. However, the coordinate can assume any value 

between 0 and 1. The final prediction label score is the average of the two disparate 

predictions, i.e. the average label vector of the two label vectors.
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Machine learning method

A newly developed, Boosted Random Forest approach for multiple label regression is 

employed for learning and prediction. A Random Forest (RF) is an ensemble learning 

method for classification and regression23. Here, we utilize a RF machine learning 

methodology because we found that it performs better than alternatives such as k-nearest 

neighbors (kNN)24 or multi-layer perceptron methods5,when boosting is applied on the RF. 

A Boosted Random Forest is an iterated application of Random Forests: each time the 

residual function value of all previous fittings is fit:

RFn(X) = f(X) − δ∑i = 1
n − 1RFi(X) (1a),

where δ is a learning rate parameter. In this work, we set δ = 0.02 and the total number of 

iterations to be NRF=50. The final regression function is

BRF(X) = δ∑i = 1
NRF RFi(X) (1b).

We implement the BRF using the standard Python package scikit-learn (https://scikit-

learn.org/) with the default setting (n_estimators=10) of the multi-value regression function 

RandomForestRegressor(). It should be noted that the performance of a single random forest 

using the default setting is worse than some other methods5. However, during the 

development of the BRF method, we found that a RF regression with a larger value of 

n_estimators, say 500, can achieve the same accuracy as a BRF with NRF=50, but it would 

require the use of computers with very large memory and much longer computational times. 

Thus, BRF is the better practical choice.

Machine Learning Features

One set of features comes directly from the chemical structure converted to MACCS 

fingerprints using the Open Babel software (http://openbabel.org/wiki/Main_Page). During 

the development of MEDICASY, we have tried other types of fingerprint, e.g. Open Babel 

FP2, FP3 & FP4, and find the MACCS fingerprint is slightly better than others. The 

MACCS fingerprint is pattern based and when Open Babel with the default setting is used, it 

produces a 256-bit fingerprint. Each bit has a value of 0 or 1 and is a dimension of feature 

space. Thus, the MACCS fingerprint feature is a 256-dimensional vector.

The other type of feature is generated from a drug’s predicted human protein target. The 

latest version of FINDSITEcomb2.0 22 predicts the possible human targets of the drug. 

FINDSITEcomb2.0 screens the given drug against the 97% of human proteins with pre-

computed pockets25 for which appropriately accurate predicted structures from the 

TASSERVMT structure prediction approach26 are available. For each protein, a precision 

score between 0 and 1 that characterizes the likelihood of the protein binding to the drug is 

obtained. We then remove proteins that are unlikely to be relevant for diseases (see below for 

cutoffs). To characterize the importance of human proteins in diseases, for each protein, we 

employ the ENTPRISE27 and ENTPRISE-X28 methods for predicting the disease 

association of all its possible missense (amino acid substitution) and nonsense (stop or 
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frameshift) mutations. If less than 5% of its amino acid sequence positions have a disease-

associated mutation based on ENTPRISE’s and ENTPRISE-X’s cutoffs of 0.5, the protein is 

not considered. We denote the list of proteins that are disease associated based on 

ENTPRISE27 and ENTPRISE-X28 and with predicted precision xi of binding to the given 

drug as P(x1,…,xN). For each human protein, we also pre-computed its disease association 

status for 960 diseases using the Know-GENE method that was previously developed29. 

While ENTPRISE27 and ENTPRISE-X28 indicate whether a protein is likely to be disease 

associated or not, the Know-GENE method predicts which of the 960 diseases it is likely to 

be associated with using a cutoff of 0.5. Thus, for each disease-associated protein i, a vector 

Di=(di,1,…,di,960) of 960 dimensions with values of either 0 or 1 to characterize its 

probability of association to a given disease is generated. The feature vector is calculated as 

a 960-dimensional vector:

F = max(P × D) = max xi × (di, 1, …, di, 960) (2),

where i runs through all disease associated proteins. Notice that the component values of F 
range continuously from 0 to 1. This stands in contrast to the MACCS fingerprint feature 

that has either discrete values of 0 or 1. In practice, the majority of the components of F are 

non-zero, resulting in longer regression times than that when only the binary values of 0 or 1 

are considered.

Training and testing datasets

For drug side effect training and testing, we used two sets: The first is the SIDER4 set from 

the SIDER4 (version 4.1) database21 downloaded on Jan 19, 2017. This set has 1426 small 

molecule drugs (excluding antibody drugs) and 4251 unique side effects with PTs (preferred 

terms). The second set is the Zhang set derived from an earlier version of the SIDER4 

database that is divided into training and testing subsets6. This set has 771 training drugs, 

309 testing drugs, and 2260 unique side effects with greater than 3 drugs having the given 

side effect. The Zhang set also includes six types of features: 1) chemical substructure 

(dimension=881); 2) protein targets (dimension=1046); 3) pathways (dimension=268); 4) 

enzymes (dimension=160); 5) transporters (dimension=96); 6) treatments 

(dimension=2537).

For efficacy training, we collected drug indication data from three different sources: (1) the 

approved drug subset from the Therapeutic Target Database (TTD version Sept 12, 2017)30; 

(2) the above SIDER4 indication set21; (3) all the clinical trial drug sets in ClinicalTrial 

collected from ClinicalTrials.gov and mapped to DrugBank20 by Himmelstein et al16. All of 

their disease indications are converted to the IDs as defined by Human Disease 

Ontology31–33 (releases/2018–12-17) and merged if the Tanimoto Coefficient (Tc)34 of the 

two drugs is one. The merged dataset has 2,059 drugs with 3,608 unique indication terms 

and 123,146 drug-indication pairs.

For testing efficacy predictions in comparison to other methods, we used three datasets used 

by Himmelstein et al16 downloaded from https://github.com/dhimmel/:
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1. The DrugCentral set obtained from the DrugCentral database(http://

drugcentral.org). This set has 671 drug-indication pairs between 454 drugs and 

68 indications.

2. The ClinicalTrialSlim set from ClinicalTrials.gov which has 6382 pairs of drug-

indications between 794 drugs and 130 indications.

3. The Symptomatic set collected from PharmacotherapyDB (https://think-

lab.github.io/d/182/) which has 390 drug-indication pairs between 221 drugs and 

50 indications.

A summary of all the data sets is given in Table 1. In Table S1, to show the clear advantages 

of this work, we also summarize the sources of data for deriving the features for a given drug 

by state-of-the-art methods. MEDICASCY uses only the chemical structure of the drug, 

whereas the other methods need multiple sources that might not be available for new drugs: 

the drug’s target, pathways, enzymes transporter and indications. To facilitate the use of 

MEDICASCY, we have implemented a free web service for academic users at http://

pwp.gatech.edu/cssb/MEDICASCY. It takes the SMILES string of a molecule and returns 

the predictions of efficacy and side effects to the user provided email address.

Mode-of-Action targets

The procedure for inferring probable mode-of-action targets, MOA, for any given side effect 

or indication is also depicted in Figure 1. As indicated above, MEDICASCY predicts the 

human protein targets of a drug as well as its side effects and efficacy. These predictions 

relate the human protein targets to a given side effect or indication. Thus, MEDICASCY 

predictions can be utilized for inference of the probable mode-of-action protein targets for a 

given side effect or indication. To find the potential MOA targets for a given side effect or 

indication, we examine the target distribution between drugs having the side-effect/efficacy 

and drugs having not the side-effect/efficacy as predicted by MEDICASCY. Protein targets 

having a larger preference of binding to the drugs having the given side effect or indication 

than that to the drugs having not the given side effect or indication are probable MOA 

targets. To characterize the preference of a target T for a given side effect or indication D, 

we define an enrichment factor EF(T,D) as:

EF(T , D) = fraction of drugs witℎ indication D binding to T
fraction of drugs witℎout indication D binding to T (3)

An EF(T,D) > 1 indicates that the target T has the potential (a larger value means a higher 

probability) of being a MOA target of the side effect or indication D. Notice that these 

targets with EF(T,D) > 1 are potential MOA targets of a given side effect/indication. This 

work does not pin-point the specific targets of a given drug for a given side effect/indication. 

However, based on the predicted targets of a given drug, we can narrow down the list of 

possible MOA targets for the drug.

To apply equation (3) and ensure enough statistics to calculate the fractions, a large set of 

drugs is needed. In this work, we use the 2,095 FDA approved drugs from DrugBank20 

version 5.09 and applied MEDICASCY to predict their side effects and efficacy in 
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prediction mode (molecules identical to the input drugs are excluded from the training 

libraries).

Assessment of methods

For drug side effect prediction, we employ a cutoff dependent assessment of side effects 

predictions for individual drug. We define a predicted side effect for a given drug when its 

score > cutoff. Using the predicted side effects, we can define an overall drug coverage of 

the prediction:

Coverage = Number of drugs ℎaving predicted (killing) side effects
Total number of drugs ℎaving (killing) side effects (4).

Then, for each of those drugs having predicted (killing) side effects, we define the precision 

and recall:

precision = Number of true (killing) side effect predictions
Total number of predicted (killing) side effects (5a),

recall = Number of true (killing) side effect predictions
Total number of true (killing) side effects (5b)

When assessing a drug that has at least one killing side effect correctly predicted, we use:

recall = precision = 0 none correct
1 at least one correct (5c)

It should be noted that precision and recall are defined on individual drugs for assessing its 

side effects. For an individual drug, when the cutoff increases, we will expect the precision 

to increase and the recall to decrease. However, since we report only the averages over all 

the assessed drugs, an increased cutoff value will result in smaller drug coverage, i.e. a 

smaller set of drugs having predictions. This smaller set could have a higher average recall 

even if they have a smaller individual recall because the higher cutoff removes those drugs 

with even smaller recalls from assessment.

We also evaluate the various methods by two commonly used metrics that do not depend on 

cutoffs14 for comparison to other methods: the AUPR-area under precision-recall curve and 

AUC-ROC-area under the curve of Receiver Operating Characteristics curve. While the 

AUC-ROC curves tells how much a model is capable of distinguishing between classes, 

AUPR gives the more informative and relevant picture of the model’s performance when 

true positive classes are rare35. AUPR depends very sensitively on the number of top ranked 

true positives among overwhelmingly more true negatives cases.

Computational requirements for benchmarking

We will gladly provide information for researchers that are interested in checking our 

benchmarking results and in the use of our method. The methods used in computing 

MEDICASCY features from the chemical structure are either Georgia Tech’s licensed 
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properties (FINDSITEcomb2.0, ENTPRISE & ENTPRISE-X, Know-Gene algorithms) with 

distribution limitations or are openly available (Open Babel). Thus, we only provide the pre-

computed MEDICASCY features and the six types of features that come with the Zhang 

dataset6 and the necessary scripts for reproducing our benchmarking results at https://

github.com/hzhou3ga/MEDICASCY/. They are available for local downloading and 

running. With all pre-prepared features, the computational requirements for each 

benchmarking set is summarized in Table S2. For cross-validation of the SIDER4 set, cross-

validation of the efficacy training set, testing of the ClinicalTrialSlim, DrugCentral, 

Symptomatic sets a model has to be trained for each drug, and thus parallel computing is 

required to simultaneously compute multiple drugs. For the Zhang set, both with our 

predicted features and the original six types of features, a single model is trained on the 

training subset and used for all drugs on the testing subset, thus sequential computing is 

feasible for users to reproduce the training and testing processes.

Cell culture and Tox-8 assay

The NCI molecules and cancer cell lines were obtained from the National Cancer Institute 

(NCI)/Division of Cancer Treatment and Diagnosis (DCTD)/Developmental Therapeutics 

Program (DTP) (http://dtp.cancer.gov). Ten NCI molecules without prior knowledge of any 

cancer indication (NSC # 68116, 330796, 213708, 238010, 341902, 101777, 372499, 

123797, 107582, 370387), and the positive control (Plicamycin, NSC # 24559, with known 

inhibition effects on breast, ovarian and prostate cancer types) were administered as drug 

treatments to assess their effects on growth of cancer cell lines. NSC # 68116, 330796, 

213708, 238010 were tested against OVCAR3 ovarian and PC3 prostate cell lines. NSC # 

24559, 341902, 101777, 372499, 123797, 107582, 370387 were tested against OVCAR3 

ovarian, PC3 prostate and MCF7 breast cancer cell lines. For each cell line, the cell culture 

stocks frozen in RPMI 1640 media (Mediatech, Manassas, VA) containing 10% DMSO were 

stored in liquid nitrogen. After being thawed, the cells were cultured in RPMI 1640 media 

with 10% Fetal Bovine Serum (FBS; Atlanta Biologicals, Lawrenceville, GA) at 37°C in a 

5% CO2 atmosphere and passaged upon near confluence.

To set up cell cultures for the Tox-8 assays, the cells were applied onto a Corning™ 

Falcon™ 96-Well Imaging Microplate (Corning Ref# 353219), with 3,000 cells per well. 

After 24 hours of incubation at 37oC in a 5% CO2 atmosphere, the cells were treated with 0, 

10 nM, 100 nM, 1 μM, 10 μM, and 50 μM of each drug of interest. Each concentration 

condition had three to four replicates. The drug stock solutions were made by serial dilution 

in FBS supplemented RPMI media. After 48 hours of drug treatment, the cells were 

analyzed for their viability using the Tox-8 assay kit (Sigma, USA) following the 

manufacturer’s protocol36. In particular, the metabolic activity of the living cells was 

assessed based on their bioreduction of the exogenously introduced Resazurin fluorescent 

dye. The fluorescent signals with excitation and emission wavelengths at 560 nm and 590 

nm were analyzed using a BioTek Synergy4 fluorescence microplate reader following the 

default Tox8 assay protocol provided by Sigma, USA.
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RESULTS

Cross-validation on SIDER4 set for side effect prediction

We performed a modified leave one out cross-validation (MLOOCV) of MEDICASCY on 

the 1426 drug SIDER4 set21 for side effect prediction and compared the results to our 

previous empirical approach, DR. PRODIS 25 that was, to the best of our knowledge, the 

only existing method for predicting side effects of new drugs from their chemical structures. 

Here, MLOOCV is different from usual leave one out cross-validation (LOOCV) in that we 

do not use all the drugs after excluding the left one for training, instead we use only those 

drugs that have Tanimoto Coefficient34 (Tc) less than a cutoff value to the tested drug for 

training. This is to make the test more challenging than just LOOCV due to the possible 

presence of similar drugs in the training set. To examine the effect of similarity between a 

tested drug and the training drugs, we also implemented a baseline approach called 

Baseline-Tc that simply uses the side effects of the closest training drug based on Tc 

calculated from the default FP2 fingerprints of Open Babel software (http://openbabel.org/

wiki/Main_Page) as the prediction for the tested drug. In addition to evaluating all 4251 side 

effects described in SIDER4, we pay special attention to 9 serious side effects that are 

potential causes of drug disapproval: Neoplasm malignant, Sudden death, Cardiac failure, 
Cardiac failure congestive, Sudden cardiac death, Cardiac death, Haemorrhagic stroke, 
Death, Cerebral haemorrhage. Notice that Neoplasm malignant stands for any kind of cancer 

without referring to the specific type. This is often seen on drug labels. Neoplasm malignant 

is curated as such in the SIDER4 database21. We call these “killing” side effects. In 

evaluation, we rank side effect predictions (whose value ranges from 0 to 1, with 1 the 

highest rank) and compute its recall and precision based on cutoff scores.

We then compare the methods based on their average per drug recall and precision (defined 

in the Materials and Methods) in Table 2 with a Tc cutoff of 0.7. To examine the 

contributions of the individual component of MEDICASCY, we also present the results for 

the algorithm termed by MEDICASCY-MACCS using just the MACCS fingerprint and 

MEDICASCY-Knowgene for the disease profile but without use of the MACCS fingerprint. 

In Table 2, we also applied the empirical DR. PRODIS method described in our earlier work 
25 to the SIDER4 set rather than previously used SIDER2 set for comparison. Using a cutoff 

score of 0.5 that approximately gives the same recall rate of 23% as the empirical DR. 

PRODIS method for all side effects (most of the 4,251 side effects are not especially 

important), MEDICASCY has a precision of 62.2% as compared to 51.3% by the empirical 

method. A Student’s-t test of their common 1105 drugs (both methods have predictions) 

shows that the p-value of their difference in precision is 3.5 × 10−38. Thus, the improvement 

of MEDICASCY over the empirical DR. PRODIS method for all side effects is significant. 

MEDICASCY has slightly better precision than those by its component methods. It is 

understandable that including MACCS fingerprint component does not improve so much 

because the similarity between testing drugs and training drugs is very low (Tc < 0.7). With 

a precision of 31.4%, Baseline-Tc is much worse than both DR. PRODIS and MEDICASCY. 

Although both Baseline-Tc and MEDICASCY-MACCS depend on the similarity between 

testing drug and training drugs, MEDICASCY-MACCS performs much better than 

Baseline-Tc. This could be due to the fact that the machine learning approach in 
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MEDICASCY-MACCS can learn from many drugs’ structural patterns in connection with 

their side effects whereas Baseline-Tc uses only the closest drug’s side effect for prediction.

For killing side effects, with a cutoff score of 0.5, MEDICASCY has no predictions. 

However, we can lower the cutoff score to lower values, say 0.2. The improvement on the 9 

killing side effects is obvious, for at least one correct killing side effect and a cutoff score 

0.2, MEDICASCY has a precision and recall of 66.3% compared to 47.5% by DR. PRODIS. 

With a precision of 60.5%, Baseline-Tc performs better than DR. PRODIS, but worse than 

MEDICASCY. This could be due to the lack of sufficient killing side effects in the training 

set for inference by DR. PRODIS. The improvement of MEDICASCY over Baseline-Tc is 

even larger when evaluating on the consensus 70 drugs (the precision 74.3% vs. 62.9% for at 

least one correct killing side effect). Compared to its component methods for killing side 

effects, MEDICASCY has lower drug coverage, and better recall and precision than 

MEDICASCY-MACCS, but at higher drug coverage, worse recall and precision than 

MEDICASCY-Knowgene. This is again due to the difficulty of the testing drugs and the 

similarity-based MACCS component slightly drags down its performance. When a larger Tc 

cutoff, say 0.95, is applied, MEDICASCY has a better precision than MEDICASCY-

Knowgene (60.3% vs. 55.4%, see Figure S1). The detailed dependence of the precision of 

MEDICASCY (cutoff score = 0.2) and Baseline-Tc for killing side effects on the Tc cutoff is 

given in Figure S1 in the Supplementary Information.

Comparison to other methods for side effect prediction

We next compare MEDICASCY to other state-of-the-art methods for the Zhang dataset6 

which is a derivative of an earlier version of the SIDER4 database21. These methods are only 

feasible for well-studied drugs such as those in the SIDER4 database. Since the methods by 

Zhang et. al.12 and Cheng et. al.15 were designed to predict missing or undetected side 

effects of known drugs with annotated side effects and MEDICASCY aims to predict side 

effects for drugs without a priori knowledge of their side effects, it is not appropriate to 

compare MEDICASCY to them. To directly compare the machine learning BRF component 

with alternative approaches5, 6, 14, we also implemented an adapted version of 

MEDICASCY called BRF-ORG (Boosted Random Forest using the ORiGinal six types of 

features; see dataset section for feature types). Each feature is used independently in training 

and prediction and gives six scores for each drug, with the final prediction score the average 

of these six scores.

The results are compiled in Table 3 which shows that using the dataset provided six types of 

features, MEDICASCY (BRF-ORG) achieves the best AUPR=0.394. The next best 

AUPR=0.391 is from LNSM-SMI13. We also noted that the Random Forest (RF) method5 

has AUPR of 0.300 that is much worse than that of our BRF based method. This indicates 

that the BRF machine learning method is the best choice amongst these methods. Using our 

two types of predicted features from only the input of the drug’s chemical structure, i.e. 

using the 256 dimensional MACCS fingerprints and the 960 dimensional disease 

associations, MEDICASCY has an AUPR=0.385. This is the third best performance among 

all methods, but importantly, it uses far less data. This also suggests that there is not too 

much room for improvement of MEDICASCY by just improving its features, as its 
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performance with known or predicted features is very close. However, this does not preclude 

improvement by better methods using the same or better features. Both component methods 

MEDICASCY-MACCS and MEDICASCY-Knowgene are worse than full MEDICASCY.

Cross-validation on training set for drug efficacy prediction

The training set for drug efficacy prediction has 2,059 drugs with a total of 123,146 

indications. On average, experimentally each drug has ~60 out of a total of 3,608 possible 

indications, with a median number of indications of 10. The promiscuousness of drugs is 

consistent with our earlier findings that a drug can have many targets.25 A detailed 

distribution of the number of both experimental and predicted indications is given in Figure 

S2. The experimental indications are collected from (1) the approved drug subset from the 

Therapeutic Target Database (TTD version Sept 12, 2017)30; (2) the SIDER4 indication 

set21; (3) all of the clinical trial drug sets in ClinicalTrial collected from ClinicalTrials.gov 

and mapped to DrugBank20 by Himmelstein et al16. As was the case for the SIDER4 set for 

side effects, it is not only a useful dataset for training efficacy prediction methods but is also 

useful for the large scale benchmarking for efficacy prediction by the modified leave one out 

cross-validation that applies a similarity cutoff for the training drugs as measured by Tc. We 

also implemented an empirical approach in the spirit of DR. PRODIS25 for efficacy 

prediction, termed DR. PRODIS-E, by replacing the side effects with indications and 

compared its performance to MEDICASCY. Similar to side effect prediction, a baseline 

approach called Baseline-Tc-E is also implemented. An alternative method MEDICASCY-

RF using only RF instead of BRF is also implemented for comparison. The results are 

compiled in Table 4 for Tc cutoffs of 0.7 and 0.9. With a Tc cutoff of 0.7 (i.e. drugs having 

Tc >= 0.7 to the tested drug are excluded from its training set), the whole dataset is hard. For 

the overall set, using a cutoff score of 0.5, MEDICASCY has around 6 times the recall and 

precision of DR. PRODIS-E empirical (58.2% and 71.8% vs. 9.6% and 13.5%, respectively). 

The baseline method Baseline-Tc-E has only slightly better precision of 14.6% than DR. 

PRODIS-E. However, MEDICASCY has a much smaller drug coverage (5.3% vs. 24.5% 

and 100% respectively). To increase the drug coverage, a smaller cutoff can be used. For 

example, with a cutoff of 0.2, MEDICASCY has a drug coverage, recall and precision of 

75.4%, 15.7% and 26.3%. These are still significantly better than the 24.5%, 9.6% and 

13.5% by DR. PRODIS-E. The precision is also much better than the baseline approach 

(26.3% vs. 14.6%, 16.3% for consensus drugs that both methods have predictions). Thus, 

MEDICASCY has significantly better performance than both the empirical DR. PRODIS-E 

and baseline approaches. Both the component methods MEDICASCY-MACCS (cutoff 0.2) 

and MEDICASCY-Knowgene (cutoff 0.2) are better than baseline and DR. PRODIS 

approaches and are worse than full MEDICASCY. Consistent with side effect prediction, 

using RF instead of BRF results in worse performance (see Tables 3 & 4). MEDICASCY-

RF(cutoff=0.2) has larger drug coverage (99.2% vs. 75.4%) and recall (22.9% vs.15.7%), 

but much worse precision (11.6% vs. 26.3%) than MEDICASCY. With a higher Tc cutoff of 

0.9, the increased performance of Baseline-Tc-E and DR. PRODIS-E is expected, from 

~14% for a Tc cutoff of 0.7 to ~23% for 0.9. Still they are much worse than MEDICASCY’s 

precisions of 64% at a 0.5 cutoff score and 32% at a 0.2 cutoff score. Evaluation on the 

consensus drugs that both MEDICASCY and Baseline-Tc-E have predictions shows the 

same trend that MEDICASCY has better precision than Baseline-Tc-E. A more detailed 
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comparison of MEDICASCY’s (at a cutoff 0.2) and Baseline-Tc-E’s precision dependence 

on the similarity as measured by the Tc between tested and training drugs is in Figure S3. 

The distribution of the number of predicted indications using a cutoff score of 0.2 can be 

found in Figure S2. The less than 100% drug coverage of MEDICASCY indicates it under-

predicts at cutoff score 0.2.

Comparison to other methods for drug efficacy prediction

MEDICASCY was tested on three datasets (see Dataset section) for efficacy prediction to 

compare it to other methods. For each testing dataset, we exclude drugs with Tc=1 to the 

testing drug. As in Reference 16, we evaluate the combined predictions for all drugs in a 

given testing set. The precision-recall and ROC curves are given in Figure 2. Compared to 

the method in Reference 16 where a systematic integration of biomedical knowledge was 

used for computing drug features and a logistic regression machine learning was employed 

for learning and prediction, MEDICASCY has a significantly better AUPR for all three sets: 

0.172 for DrugCentral, 0.188 for ClinicalTrialSlim and 0.116 for Symptomatic set, as 

compared to 0.056, 0.093, and 0.005, respectively by Project Rephetio16. MEDICASCY has 

a slightly worse AUC=0.81 compared to Project Rephetio’s 16 AUC=0.86 for the 

DrugCentral set. For ClinicalTrialSlim and Symptomatic sets, MEDICASCY has a slightly 

better AUC=0.73 and 0.74 compared to 0.70 and 0.70 by Project Rephetio16, respectively. 

Thus, MEDICASCY has much better performance in terms of ranking the true positives at 

the very top rank that are required in practice for efficacy prediction.

Experimental validation of efficacy prediction

Since experimental validation of efficacy is not trivial, to validate our efficacy predictions, 

we first utilized the experimental data from the NCI-60 program (https://dtp.cancer.gov/

databases_tools/default.htm) acquired via community efforts for large scale “postdiction 

type” of validation. We also utilized the bioactivity data on human disease cell lines from 

ChEMBL37 and PubChem38 for further validations. Having seen promising results, we then 

performed our own experimental tests.

To assess the level of success on efficacy predictions of the NCI-60 set, we downloaded the 

DOSE_RESPONSE (June 2016) experimental data. The data shows the dose response of 

53,215 molecules characterized by cell line growth rate against 10 common cancers: breast, 
colon, central nervous system(cns), leukemia, melanoma, non-small cell lung, ovarian, 
prostate, renal, small cell lung. Thus, these data allow for large scale experimental 

validation. It should be noted that these validations are based on cell line experiments. They 

are not necessarily equivalent to or a replacement of actual clinical trial outcomes of 

efficacy. Furthermore, we have not performed any additional training other than on the 

above 2059 training set. In addition to the 2,095 FDA approved drugs from DrugBank20, we 

also applied MEDICASCY to 1,597 NCI (http://dtp.nci.nih.gov/branches/dscb/

repo_open.html) diversity molecules from the same NCI-60 site downloaded earlier (2012). 

All predictions were carried out by excluding molecules having a Tc=1 to the given 

molecule from the training data. However, we note, that no additional efficacy training was 

done as part of this evaluation. For each cancer indication, we assessed the top 20 molecules 

predicted to have an indication against the NCI-60 experimental data. If a molecule at a 
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concentration <~10−3 molar causes negative growth of the cell line, we consider it to be a 

correct prediction that has the effect of killing the cancer cell line. The detailed results are 

compiled in Tables 5 and 6 for FDA approved drugs and NCI diversity set molecules, 

respectively. Since only subsets of FDA approved drugs and the NCI diversity set have 

experimental data in the DOSE_RESPONSE data set, not all of the top 20 ranked molecules 

could be assessed. Nevertheless, we list them all for future assessment when additional 

experimental data becomes available. For the FDA approved drug set, the mean success rate 

across the 10 cancer types is 85.2%. For the NCI diversity set, the mean success rate is 

82.2%. As an example, drug DB06810 (Plicamycin) is predicted to have breast, colon, cns, 
leukemia, melanoma, ovarian and prostate cancer indications. NCI-60 data shows that it has 

effective concentration as low as 10−13 molar against colon, melanoma & ovarian cancers 

whereas the previously known indications of DB06810 from DrugBank20 are: for the 

treatment of testicular cancer, as well as hypercalcemia and hypercalciuria associated with a 

variety of advanced forms of cancer. While most of the tested FDA drugs have previously 

known indications of other types of cancer (see Table 5), a drug having indications for one 

type of cancer does not imply it should have indications for other cancers. For example, 

DB00531 (Cyclophosphamide) has no effect for small cell lung cancer even though it has 

been used in the treatment of lymphoma and leukemia20. On the other hand, there are two 

tested FDA drugs that show a cancer killing effect with no previously known cancer 

indications. They are good examples of new applications for old drugs. One is DB00162 

(Vitamin A) for the treatment of vitamin A deficiency20. MEDICASCY predicts it has 

killing effects for non-small cell lung cancer which it does at 10−4 M and renal carcinoma at 

10−4 M. The other is DB01103 (Quinacrine) that is approved to treat giardiasis and 

cutaneous leishmaniasis and the management of malignant effusions20. MEDICASCY 

predicts that DB01103 inhibits the growth of small cell lung cancer which it does at 10−5 M. 

Thus, MEDICASCY is shown to have excellent performance in efficacy prediction.

To further validate our method in a postdiction scenario for drug molecules derived from 

traditional Chinese medicine, we obtained a set of traditional Chinese medicine ingredients 

from the SYMMAP database39. Since the SYMMAP database has no direct connections 

between ingredients and symptoms/diseases, for validation, we opted to test the predictions 

for these molecules using the bioactivity data on human disease cell lines from ChEMBL 

and PubChem for validation. We mapped the names of the ingredients to their ChEMBL and 

PubChem IDs and obtained the respective ingredients’ SMILES string using the PubChem 

ID exchange service. After excluding those ingredients having a TC=1 to our training drugs, 

we obtained a set of 3,994 ingredients and applied MEDICASCY to predict the above 10 

cancer indications. For each indication, the 3,994 molecules are ranked by their machine 

learning scores. Then, the top 20 molecules are investigated against the bioactivity data on 

human cell lines of the corresponding cancer in the ChEMBL and PubChem databases. The 

detailed results are compiled in Supporting Information Table S5. If a successful prediction 

is defined as when a molecule is indicated “active” with an IC50/GI50 value < 50 μM, the 

average success rate per indication is 61.8%. This result is entirely consistent with the value 

we previously obtained of 61.2% for NCI molecules when the same 50 μM cutoff is applied. 

However, with a cutoff 50 μM, the FDA drug set has a slightly higher success rate of 75.3% 
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per indication. These results indicate that MEDICASCY has consistent performance across 

different sets of drugs.

In addition to validation using the above postdiction data from the NCI-60, ChEMBL and 

PubChem cell line data, we further performed experimental verification of our 

computational predictions of NCI drug indications on human ovarian, prostate, and breast 

cancers. Using the Tox-8 assay 36, 40, we assessed cancer cell viability in response to 48 

hours of drug treatment. Cancer inhibition effects were examined for MEDICASCY’s top 

ranked 10 drugs from the NCI diversity set with novel indication predictions along with a 

positive control with known anticancer activity, NSC24559 (Plicamycin). The prediction of 

drug indications is ruled correct if there is a statistically significant inhibition effect on the 

corresponding cancer type with 50μM treatment of the molecule vs no treatment. The results 

are summarized in Figure 3 and Tables 7 and 8. Table 7 shows a mean success rate of 75% in 

agreement with the above postdictions on existing NCI-60 data. Not only does our method 

have a high success rate on novel indication predictions when agnostic against specific 

cancer types, but it also proved to be useful to predict cancer type specificity with a cross-

type precision of up to 0.5 (Table 8). In particular, our method correctly predicted that 

NSC330796 inhibits ovarian but not prostate cancer and NSC213708 vice versa (Table 7).

Inference of probable mode-of-action targets

We next show another advantage of MEDICASCY beyond the fact that it merely requires 

the drug’s chemical structure over other methods for drug side effect and efficacy prediction: 

MEDICASCY can be utilized for the inference of mode-of-action (MOA) targets for a given 

side effect or efficacious indication (see MATERIALS AND METHODS).

As an example, using eq. (3), we infer the most likely MOA targets for the side effect 

neoplasm malignant or cancer. With a cutoff of 0.25 (the value of the average score+2× 

standard deviation which is equivalent to a Z-score of 2 defined as the [score – average score 

of all 2095 drugs/standard deviation of all 2095 scores]), MEDICASCY predicts 91 (2004) 

drugs with (without) this side effect. There are 537 proteins having an EF(T,D) > 2, and each 

protein binds to at least 5 (~5% of 91) drugs with the “side effect” of cancer. For example, 

the top ranked MAPK13 gene (mitogen-activated protein kinase 13) is predicted to have an 

EF(T,D) of 27.5, and is known to be involved in cancer41. The second ranked gene EPHA7 

(ephrin type-A receptor 7 precursor) with an EF(T,D) of 22.0 is also associated with 

cancer42. In Table S3 (see Supplementary Information), we list the top 20 proteins based on 

their EF(T,D). All proteins have literature evidence that they are associated with one or 

multiple cancers.

Next, we show the example of inferring the MOA for the indication Crohn’s Disease (CD). 

Given a minimum Z-score cutoff of 2.0, 74 (2021) drugs are predicted to have (not have) this 

indication. In total, 430 protein targets have an EF > 2, and each protein binds to at least 4 

(or ~5% of 74) drugs with a CD indication. The resulting top 20 protein targets are listed in 

Table S4. Except for MCOLN3, we found literature evidence that all of the other 19 genes 

either are directly associated with CD (or the related disease ulcerative colitis) or interact 

with genes associated with CD. Thus, these top ranked genes are potential MOA targets for 

CD.
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We next show examples of the possible repurposing of FDA approved drugs for new 

indications, e.g. Crohn’s Disease. Depending on whether a drug is an agonist or antagonist 

of the protein target (or group of targets), it can either treat the disease or exacerbate it. 

Thus, in order for a drug to be repurposed for CD, it should have an indication of CD, but 

not have the CD side effect. Among the 74 FDA approved drugs that MEDICASCY predicts 

have CD as their indication, 64 are not known to our training library for treating CD and are 

not predicted to have the side effect of CD. One example is DB00337 (pimecrolimus), a 

topical cream used in the treatment of atopic dermatitis (eczema). MEDICASCY predicts 

that it binds to many top ranked targets in Table S4: ILE1 (EF=54.6), FKBP6(54.6), MLK1 

(36.4), FKBP4(36.4), IL2RA(36.4), DCAF4L2(36.4), FKBP5(36.4), FKBP1A(27.3), 

FKBP2(27.3), WDR33(27.3), FKBP1B(27.3), and WDR89(22.8) that all have evidence of 

being involving in CD. Indeed, there is a literature report that pimecrolimus might be 

effective for CD 43. Another example is DB01252, (mitiglinide), for which there are no 

reports in the literature for its treating CD. Its primary indication is for the treatment of type 

2 diabetes. It may stimulate insulin secretion in beta-cells by closing off ATP dependent 

potassium ion channels. MEDICASCY predicts that it binds to WDR13 (EF=21.8, 

interacting with NRF144 ) that could be its MOA target for CD. A third example is drug 

DB01615 (aceprometazine) that is used to treat sleep disorders. MEDICASCY predicts it 

binds to S100A4 with an EF=6.2. A recent study finds that S100A4 is related to CD45.

DISCUSSION

We have shown that MEDICASCY performs comparably to the state-of-the-art methods for 

side effect prediction just given the small molecule’s chemical structure as opposed to 

requiring extensive prior knowledge including the drug’s targets, pathways, carriers, enzyme 

interference and transporters. However, with the same feature inputs as other methods, 

MEDICASCY performs better than these alternatives based on the AUPR metric. More 

importantly, when only the chemical structure of the small molecule drug is employed in 

efficacy prediction, MEDICASCY has a much higher value of the more informative AUPR 

metric than the competing approaches. Moreover, experimental validation using the NCI-60 

data shows that its success rate is more than 80% for efficacy prediction.

It should be noted that drug effects (indications, side effects) are not solely determined by a 

drug’s structure. They also depend on other factors like dosage, patient’s genetics and 

epigenetics, disease history, and so on. Because our machine learning method is trained on 

the outcome of the drug effects for a general patient, the effects of factors other than the 

chemical structure of a given drug on an average patient with average dosage and average 

internal conditions are implicitly taken into account and encoded in the model parameters. 

Thus, our sole structural based prediction model should be useful for average drug dosage 

and patient conditions.

MEDICASCY employs the state-of-the-art target screening method FINDSITEcomb2.0 to 

predict possible human protein targets of the drug. Based on these predicted human targets 

and employing updated and improved Know-GENE, ENTPRISE, ENTPRISE-X 27–29 

methods, MEDICASCY computes a 960 dimensional feature of disease associations in 

addition to the directly computed MACCS fingerprint feature. While experimental or 
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bioinformatics data might be available for well-investigated drugs, they are usually not 

available for new drug hits or leads. Thus, MEDICASCY has the very appealing advantage 

that it can be applied to new drug development as well as to repurposing of FDA approved 

drugs. Furthermore, it provides a way of linking side effects/indications to probable MOA 

protein targets. With these useful advantages, there is also a caveat that for a given drug, the 

whole prediction process takes longer than some of its peers5, 13.e.g. the multi-layer 

perceptron method5 takes ~2 hours for the Zhang dataset. In contrast, with pre-computed 

features, MEDICASCY takes roughly 1 week for the entire Zhang dataset. However, 

MEDICASCY is still more efficient than the FS-MLKNN method13 that according to 

Refernce5 takes > 2 weeks run time on a single core machine. Once the model is trained, 

MEDICASCY takes 15 minutes for the target prediction of a single molecule and 10 

minutes for side effect or efficacy prediction. It also requires around 50 gigabytes to store 

the trained models. One way of speeding up the prediction is to use parallel computation of 

the RF and then summing the terms in equation (1b). If one uses a single RF with larger 

n_estimators, e.g. 500, then the memory required will be prohibitive, and there is no easy 

way of using parallel computing to reduce the time to obtain a prediction.

By using the experimental or bioinformatics features as provided by the Zhang side effect 

dataset, MEDICASCY has only a slightly better AUPR compared to using predicted features 

from the drug’s chemical structure (0.395 vs. 0.385). As mentioned above, this indicates that 

MEDICASCY has acceptable accuracy for its predicted features. It also implies that there is 

not much room for improvement of side effect prediction by using better features. However, 

since current indication data for a given drug is not complete, when more indication data 

becomes available for training, we would expect more accurate predictions (e.g. improving 

AUPRs) for efficacy.

We have also shown that MEDICASCY is also better, most especially for predicting killing 

side effects, than our previous empirical method where side effects for individual human 

proteins are inferred and the side effects of a drug are the union of side effects from all its 

binding protein targets. The fact that machine learning based MEDICASCY performs better 

indicates that side effects are collective effects of many protein targets of the drug. This 

could also be true for drug indications. Furthermore, the fact that there are many protein 

targets having an enrichment factor EF(T,D) > 2 for a given side effect or indication also 

supports the view that the one target-one disease paradigm might not be ground truth in 

many cases. In other words, drug side effects and efficacy are not, in general, Mendelian 

features that are dictated uniquely by interactions with a single protein.

For practical applications, MEDICASCY can serve as a pre-filter to de-risk and increase 

efficacy for lead discovery by pre-screening a small molecule library to select those without 

killing side effects and higher probability of preferred indications. For FDA approved drugs, 

efficacy predictions are useful for drug repurposing. More generally, MEDICASCY is the 

beginning of a general genotype to phenotype function prediction engine. Whether a drug-

protein interaction induces a side effect or is merely a repurposing indication is just a matter 

of the use of the phenotypical response, not the underlying biology. Similarly, 

MEDICASCY unifies protein-protein interacting disease module information (through 

Know-GENE29) and the relevance of a given protein to collective responses as assessed by 
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the disease association of the protein’s genetic variations (through ENTPRISE27 and 

ENTPRISE-X28). If a given protein can be deleted due to a frame shift variation with no 

deleterious phenotype, this implies that the loss of function of the protein cannot be a driver 

of disease. Similarly, small molecule inhibition of a protein (or set of proteins) that causes a 

side effect should have a similar phenotypical outcome as that when a protein’s function is 

entirely eliminated due to genetic variations. Thus, unification of genomic, side effect and 

efficacy information, all of which have a strong collective component that is captured by the 

BRF, also provides insights into the underlying modes of action of the given disease as well 

as how proteins function in the context of cells. These ideas will be expanded upon in future 

work.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1: 
Flowchart of the MEDICASCY algorithm.
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Figure 2: 
Precision-recall (A) and ROC (B) curves of MEDICASCY for the DrugCentral, 

ClinicalTrialSlim and Symptomatic datasets for efficacy prediction.
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Figure 3: 
Cell viability in response to treatment of predicted and positive control drugs. The Tox-8 

assay was used to assess cell viability for OVCAR3, PC3 and MCF7 human cancer cells. 

The fluorescent signal of each condition was normalized against the corresponding signal 

with no drug treatment. The detailed of cell culture and assay conditions are described in 

methods. Statistical significance when present is indicated as *p<0.05. **p<0.01, 

***p<0.001, ****p<0.0001, *****p<0.00001, ******p<0.000001, based on the unpaired t-
test. Each data point represents an averaged value of n=3 or 4 independent measurements.
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Table 1

Summary of training and testing data sets

Side Effect Data Sets

Training Testing

data description data description

SIDER4 (4.1)
1426 drugs

4,251 side effects

145,020 pairs
a

SIDER4 (4.1) for cross-validation Same as training

Zhang set training subset
771 drugs

2,260 side effects
92,012 pairs

Zhang set testing subset
309 drugs

2,260 side effects
20,131 pairs

Efficacy Data Sets

Training Testing

Combined TTD, SIDER4 (4.1), 
ClinicalTrial

2,059 drugs
3,608 indications

123,146 pairs

DrugCentral 454 drugs, 68 indications, 671 pairs

ClinicalTrialSlim 794 drugs, 130 indications, 6,382 pairs

Symptomatic 221 drugs, 50 indications, 390 pairs

a
Drug-side effect or drug-indication positive samples.
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Table 2

Cross-validation testing with a Tc cutoff 0.7 on the 1426 drug SIDER4 set

All Drug Side Effects

All 1426 drug set

Method Number of drugs/Drug 
coverage Recall 

a
Precision 

a

Baseline-Tc 1426/100% 31.9% 31.4%

DR. PRODIS empirical 25 1123/78.8% 22.7% 51.3%

MEDICASCY (0.5) 
a 1408/98.7% 23.1% 62.2%

MEDICASCY-MACCS (0.5) 1401/98.2% 24.6% 59.4%

MEDICASCY-Knowgene (0.5) 1419/99.5% 23.2% 61.9%

Killing Drug Side Effects

All 456 killing drug set

Method Number of drugs/Drug 
coverage

Recall/Precision all 9 side 
effects

Recall=Precision when at least one 
side effect is correct

Baseline-Tc 152/33.3% 44.8%/43.3% 60.5%

DR. PRODIS empirical 25 99/21.7% 37.1%/39.4% 47.5%

MEDICASCY (0.5) 0/0.0% - -

MEDICASCY (0.3) 27/5.9% 57.4%/67.3% 77.8%

MEDICASCY (0.2) 169/37.1% 50.8%/51.7% 66.3%

MEDICASCY-MACCS (0.2) 210/46.1% 45.0%/46.7% 59.5%

MEDICASCY-Knowgene (0.2) 154/33.8% 58.2%/51.8% 73.4%

Consensus 70 drugs: both MEDICASCY (0.2) and Baseline-Tc have predictions

Baseline-Tc - 45.2%/45.7% 62.9%

MEDICASCY (0.2) - 57.1%/61.2% 74.3%

a
Numbers in parenthesis are the cutoff scores.
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Table 3

Performance of different methods using the Zhang dataset

Methods AUPR
a AUC-ROC

MEDICASCY: BRF-ORG 0.394 0.902

LNSM-SMI13 0.391 0.879

MEDICASCY 0.385 0.895

LNSM-CMI13 0.380 0.885

MEDICASCY-Knowgene 0.375 0.890

MEDICASCY-MACCS 0.374 0.884

FS-MLKNN13 0.365 0.872

Multi-layer perceptron5 0.355 0.894

KNN5 0.343 0.891

KG-SIM-PROP46 0.338 0.889

DrugClust: K-Means14 0.334 0.914

Random forests5 0.300 0.824

a
By definition, the average precision (AP) is equivalent to the AUPR (see e.g. https://sanchom.wordpress.com/tag/average-precision/). In practice, 

their values are very close. We use the AP values from Refs. 5, 13, 46 since their AUPR values differ significantly from the respective AP values. 
In fact, using the same multi-layer perceptron prediction data from author of Ref. 5, we obtained an AUPR=0.353 that is very close to its reported 
value of AP=0.355.
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Table 4

Cross-validation testing with Tc cutoffs of 0.7, 0.9 on the 2059 efficacy training set

Method Drug coverage Recall Precision

Tc cutoff = 0.7

All drugs

Baseline-Tc-E 100% 14.6% 14.6%

DR. PRODIS-E 25 24.5% 9.6% 13.5%

MEDICASCY (0.5)
a 5.3% 58.2% 71.8%

MEDICASCY (0.4) 9.8% 41.1% 55.8%

MEDICASCY (0.3) 28.4% 20.7% 38.9%

MEDICASCY (0.2) 75.4% 15.7% 26.3%

MEDICASCY-MACCS (0.2) 87.7% 16.2% 20.1%

MEDICASCY-Knowgene (0.2) 67.9% 17.6% 24.7%

MEDICASCY-RF (0.2) 99.2% 22.9% 11.6%

Consensus 1552 drugs: both MEDICASCY (0.2) and Baseline-Tc-E have predictions

Baseline-Tc-E - 16.7% 16.3%

MEDICASCY (0.2) - 15.7% 26.3%

Consensus 110 drugs: both MEDICASCY (0.5) and Baseline-Tc-E have predictions

Baseline-Tc-E - 63.9% 59.4%

MEDICASCY (0.5) - 58.2% 71.8%

Tc cutoff = 0.9

All drugs

Baseline-Tc-E 100% 24.3% 22.9%

DR. PRODIS-E 25 14.8% 8.9% 22.7%

MEDICASCY (0.5) 13.0% 39.2% 64.0%

MEDICASCY (0.4) 23.4% 32.2% 54.1%

MEDICASCY (0.3) 44.7% 27.1% 46.2%

MEDICASCY (0.2) 81.9% 25.5% 32.1%

MEDICASCY-MACCS (0.2) 92.0% 25.9% 25.8%

MEDICASCY-Knowgene (0.2) 70.5% 24.4% 30.2%

MEDICASCY-RF (0.2) 99.3% 26.5% 14.4%

Consensus 1687 drugs: both MEDICASCY (0.2) and Baseline-Tc-E have predictions

Baseline-Tc-E - 26.7% 25.0%

MEDICASCY (0.2) - 25.5% 32.1%

Consensus 268 drugs: both MEDICASCY (0.5) and Baseline-Tc-E have predictions

Baseline-Tc-E - 51.4% 47.4%

MEDICASCY (0.5) - 39.2% 64.0%
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a
Numbers in parenthesis are the cutoff scores.
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Table 5

Experimental validation of the top 20 predictions for the FDA approved drugs on the NCI-60 data.

Breast: 4/4 correct Colon: 5/6 correct Central Nervous System: 4/4 correct

ID(score) NSC#
negative growth concentration (molar): cell 

line¶ ID(score) NSC# negative growth concentration (molar): 
cell line ID(score) NSC# negative growth concentration (molar): cell 

line

DB06772(0.85) DB06772(0.84) DB06772(0.84)

DB01248(0.82) 628503 10−7:HS578T, MDA-MB-231/ATCC DB01248(0.81) 628503 10−8:COLO205, HCC-2998,HT29, 
KM12,KM20L2

DB00309(0.67)

DB00666(0.74) DB01229(0.67) 125973 10−9:KM12, Ht29 DB00603(0.62)

DB00116(0.73) DB00116(0.66) DB04465(0.62)

DB00644(0.73) DB11256(0.61) DB00570(0.59)

DB00282(0.72) DB04465(0.61) DB06810(0.58) 24559 10−12:SF-295

DB00432(0.72) 75520 10−5:MCF7 DB00398(0.57) DB11256(0.55)

DB00603(0.71) DB06810(0.56) 24559 10−13:COLO205 DB00361(0.52)

DB01229(0.71) 125973 10−9:HS578T DB00228(0.54) DB00480(0.51)

DB06287(0.70) DB11737(0.51) DB00318(0.50)

DB00624(0.70) DB01189(0.51) DB11737(0.50)

DB00977(0.70) DB00351(0.49) DB01181(0.50) 109724 10−7.3:U251

DB00309(0.69) DB01181(0.48) 109724 10−4.3:SW-620 DB09462(0.60)

DB00519(0.68) DB00432(0.47) 75520 No effect DB08896(0.50)

DB01189(0.67) DB01028(0.47) DB01177(0.48) 256438 10−8:SNB-75

DB06789(0.65) DB01177(0.46) 256438 10−7:COLO205,HCC-2998,HT29 DB00541(0.48)

DB06810(0.64) 24559 10−9:MCF7 DB00541(0.46) DB00515(0.47) 119875 10−7.3:SF-767

DB01156(0.64) DB00515(0.45) DB00531(0.47)

DB04465(0.62) DB00531(0.45) DB09070(0.47)

DB00928(0.61) DB09079(0.44) DB06261(0.46)

Leukemia: 1/2 Melanoma: 8/8 Non-small cell lung: 4/4

DB06772(0.85) DB01229(0.67) 125973 10−10:MDA-MB-435,MDA-N DB06772(0.83)

DB00570(0.70) DB06772(0.62) DB08910(0.68)

DB08910(0.70) DB04465(0.61) DB00541(0.60)

DB00309(0.69) DB06810(0.56) 24559 10−13:SK-MEL-5 DB00608(0.50)

DB00541(0.69) DB01248(0.53) 628503 10−8:MDA-MB-435,M14,MDA-N,SK-
MEL-2

DB08896(0.50)

DB00860(0.68) DB11737(0.50) DB01181(0.50) 109724 10−7.3:A549/ATCC,HOP-18,HOP-92

DB00116(0.68) DB08896(0.48) DB00531(0.49) 26271 10−7.6:HOP-18

DB00631(0.67) DB00432(0.46) 75520 10−4:M14,UACC-62 DB11737(0.48)

DB00577(0.66) DB00361(0.45) DB00339(0.47)

DB11256(0.64) DB01177(0.45) 256438 10−7:SK-
MEL-5,LOXIMVI,MALME-3M,UACC-62

DB01412(0.46)

DB01073(0.63) DB01181(0.45) 109724 10−7.3:SK-MEL-5 DB00175(0.42)
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Breast: 4/4 correct Colon: 5/6 correct Central Nervous System: 4/4 correct

ID(score) NSC#
negative growth concentration (molar): cell 

line¶ ID(score) NSC# negative growth concentration (molar): 
cell line ID(score) NSC# negative growth concentration (molar): cell 

line

DB06810(0.63) 24559 10−9:MOLT-4 DB00541(0.45) DB01229(0.42) 125973 10−11:NCI-H522

DB00928(0.62) DB06825(0.44) DB00162(0.41)* 122759 10−4:HOP-62,HOP-92,A549/ATCC,NCI-
H522,NCI-H322M,NCI-H23,NCI-H226

DB01041(0.61) 66847 No effect DB00531(0.43) 26271 10−4.6:M19-MEL DB04573(0.40)

DB00361(0.61) DB09070(0.42) DB01201(0.38)

DB04465(0.61) DB01204(0.41) 279836 10−6:UACC-62,LOXIMVI,SK-MEL-5,SK-
MEL-2

DB00201(0.38)

DB01004(0.60) DB06261(0.41) DB06813(0.38)

DB06809(0.60) DB00515(0.41) DB01613(0.38)

DB01610(0.59) DB01708(0.39) DB00583(0.37)

DB01181(0.58) DB00385(0.38) DB00824(0.36)

Ovarian: 6/8 Prostate: 3/5 Renal: 4/4

DB06772(0.84) DB06772(0.84) DB06772(0.82)

DB01248(0.82) 628503 10−8:OVCAR-3,SK-OV-3 DB01248(0.82) 628503 10−4:DU-145 DB08910(0.66)

DB08910(0.68) DB00666(0.81) DB01590(0.63)

DB01229(0.67) 125973 10−8.6:OVCAR-3,OVCAR-5,OVCAR-8,IGROV1 DB00644(0.80) DB06287(0.61)

DB00116(0.66) DB00977(0.73) DB00877(0.52) 226080 10−10:A498,RXF 393

DB11256(0.62) DB08910(0.70) DB00309(0.52)

DB04465(0.61) DB01229(0.67) 125973 10−9:DU-145 DB00318(0.50)

DB06825(0.61) DB00603(0.67) DB08896(0.48)

DB06810(0.57) 24559 10−13:OVCAR-8 DB01041(0.66) 66847 No effect DB00570(0.46)

DB00050(0.56) 373964 No effect DB01412(0.65) DB00608(0.45)

DB08896(0.56) DB06825(0.63) DB01466(0.41)

DB11737(0.56) DB06810(0.62) 24559 10−6.9:PC-3 DB00162(0.41) 122759 10−4:UO-31,786-0,A498,RXF 393,SN12C

DB01181(0.55) 109724 10−7.3:IGROV1 DB04465(0.62) DB00541(0.41)

DB00515(0.53) 119875 10−5.1:IGROV1 DB11737(0.60) DB00175(0.41)

DB09079(0.52) DB04574(0.60) DB01229(0.40) 125973 10−8.6:SN12K1,SN12C,RXF 
393,TK-10,UO-31,CAKI-1,ACHN,A498,786-0

DB00531(0.51) 26271 10−4.6:OVCAR-3 DB01181(0.59) 109724 No effect DB01181(0.39) 109724 10−7.3:CAKI-1

DB00339(0.51) DB05273(0.59) DB00337(0.39)

DB01685(0.50) DB08896(0.57) DB00531(0.38)

DB00175(0.49) DB00531(0.57) DB01173(0.37)

DB00432(0.49) 75520 No effect DB09509(0.57) DB06789(0.36)

Small cell lung: 5/6

DB06772(0.83)

DB00541(0.59)

DB00570(0.53)
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Breast: 4/4 correct Colon: 5/6 correct Central Nervous System: 4/4 correct

ID(score) NSC#
negative growth concentration (molar): cell 

line¶ ID(score) NSC# negative growth concentration (molar): 
cell line ID(score) NSC# negative growth concentration (molar): cell 

line

DB00309(0.50)

DB08896(0.46)

DB01103(0.40)* 14229 10−5:DMS114,DMS273

DB01229(0.40) 125973 10−8.6:DMS114, DMS273

DB00175(0.37)

DB00162(0.37)*

DB00444(0.37) 122819 10−5.6:DMS114, DMS273

DB01181(0.36) 109724 10−3.3:DMS273

DB00531(0.35) 26271 No effect

DB01177(0.32) 256438 10−8:DMS273

DB00339(0.32)

DB01590(0.31)

DB00227(0.28)

DB00337(0.28)

DB08910(0.27)

DB00959(0.27)

DB01083(0.27)

¶
Cell lines having the lowest concentrations with negative growth effects are reported.

*
Bold and italic indicate tested drugs having no previously known cancer indications.
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Table 6

Experimental validation of the top 20 predictions for the NCI diverse molecules on the NCI-60 data

Breast: 8/8 correct Colon: 6/7 correct Central Nervous System: 6/6 correct Leukemia: 7/8 correct

NSC#(score)
negative growth concentration (molar): 

cell line¶ NSC#(score) negative growth concentration (molar): cell line NSC#(score) negative growth concentration (molar): cell line NSC#(score) negative growth concentration (molar): 
cell line

665497(0.59) 10−6:MAXF401,HS578T 317003(0.47) 10−5:HCC-2998,HCT-116,HCT-15,HT29,KM12,SW-620 68116(0.47) 121182(0.74) No effect

68116(0.57) 68116(0.45) 317003(0.47) 10−5:U251,U251/H.Fine,U373/H.Fine,U-78/H.Fine,U118/
H.Fine,SNB-75,SF-539,SF-268,LN-229/H.Fine,A-172/H.Fine

122819(0.57) 10−6.6:MOLT-4,CCRF-
CEM,HL-60(TB),RPMI-8226,SR

341902(0.55) 665497(0.40) 10−5:HCC-2998,HT29,COLO205,HCT-116,KM12 665497(0.43) 10−6:SF-539 68116(0.57)

317003(0.52) 10−5:MCF7,HS578T,MDA-MB-231/
ATCC

372275(0.39) 372275(0.40) 343256(0.57) 10−6:HL-60(TB),RPMI-8226,SR

727038(0.48) 10−7:MDA-MB-231/ATCC,BT-549 101777(0.37) 330796(0.40) 370383(0.57)

372275(0.48) 330796(0.37) 341902(0.40) 318799(0.56)

343256(0.48) 10−6:MCF7,T-47D,MDA-MB-231/
ATCC,MDA-MB-468

108972(0.36) 101777(0.40) 25740(0.56)

101777(0.47) 156565(0.36) 10−4:HT29,KM12,SW-620,HCT-15,HCC-2998,COLO205 156565(0.40) 10−4:SF-539,SF-295,SNB-19,SNB-75,U251 341902(0.54)

372499(0.47) 341902(0.36) 372499(0.38) 665497(0.53) 10−6:HL-60(TB)

123797(0.46) 343256(0.36) 10−6:COLO205,HT29 213708(0.37) 105827(0.50) 10−6:RPMI-8226,MOLT-4,K-562,CCRF-
CEM,SR

330796(0.46) 122819(0.34) 10−5.6:COLO205,HCC-2998 122819(0.37) 10−5.6:SF-539,SF-268,SF-295,SNB-19,SNB-75,SNB-78,U251,XF498 317003(0.49) 10−5:K-562,CCRF-
CEM,HL-60(TB),MOLT-4,RPMI-8226,SR

59620(0.45) 10−4:BT-549,HS578T 79582(0.34) 353451(0.36) 10−4:SF-268 101777(0.48)

13248(0.45) 10−4:MDA-MB-468,HS578T 372063(0.34) 343256(0.36) 10−6:SF-295,SF-539,SNB-75,U251 16416(0.47)

108972(0.45) 372499(0.34) 318799(0.36) 29193(0.47)

372063(0.44) 211356(0.33) 83345(0.35) 156565(0.46) 10−4:RPMI-8226,CCRF-CEM

353451(0.44) 10−2.9:BT-549,HS578TMCF7,MDA-
MB-231/ATCC,T-47D

22070(0.32) 10−5:SW-620,COLO205,DLD-1 99796(0.34) 173103(0.45)

83345(0.44) 83345(0.31) 215585(0.34) 373535(0.45) 10−5:HL-60(TB)

380279(0.44) 87084(0.31) No effect 108972(0.34) 19063(0.45)

156565(0.44) 10−4:MDA-MB-231/ATCC,MDA-
MB-468,BT-549,HS578T,MCF7,T-47D

374703(0.30) 374703(0.33) 330796(0.45)

318799(0.44) 17796(0.28) 129260(0.33) 50405(0.45)

Melanoma: 6/7 Non-small cell lung: 6/7 Ovarian: 5/6 Prostate: 4/8

317003(0.47) 10−5:M14,LOXIMVI,MALME-3M,MDA-
MB-435,MDA-N,SK-MEL-28,SK-

MEL-5,UACC-62

68116(0.48) 68116(0.53) 328403(0.70) No effect

68116(0.43) 317003(0.41) 10−5:NCI-H522,NCI-H460,NCI-H226,HOP-62,A549/
ATCC

317003(0.49) 10−5:OVCAR-8,OVCAR-4,SK-OV-3 665497(0.60) 10−5:PC-3

372275(0.37) 353451(0.39) 10−6.9:HOP-62 341902(0.49) 68116(0.57)

156565(0.35) 10−4:LOXIMVI,M14,MALME-3M,SK-
MEL-28,SK-

MEL-5,UACC-257,UACC-62

35534(0.34) 665497(0.47) 10−6:OVCAR-3,NCI/ADR-ES 343256(0.57) 10−5:PC-3,DU-145

101777(0.35) 123797(0.34) 370387(0.46) 341902(0.54)

330796(0.35) 8813(0.34) 101777(0.45) 317003(0.53) 10−4:PC-3,DU-145
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Breast: 8/8 correct Colon: 6/7 correct Central Nervous System: 6/6 correct Leukemia: 7/8 correct

NSC#(score)
negative growth concentration (molar): 

cell line¶ NSC#(score) negative growth concentration (molar): cell line NSC#(score) negative growth concentration (molar): cell line NSC#(score) negative growth concentration (molar): 
cell line

122819(0.33) 10−6.6:UACC-62 108972(0.33) 372275(0.45) 372275(0.51)

372499(0.32) 329065(0.33) 156565(0.43) 10−4:IGROV1,NCI/ADR-RES,OVCAR-5,SK-OV-3 87084(0.49) No effect

665497(0.32) 10−6:MDA-MB-435,MDA-N 338205(0.31) 107582(0.43) 101777(0.49)

22070(0.32) 10−5:LOXIMVI,M14,MALME-3M 98363(0.31) 10−5:NCI-H522 372063(0.42) 328010(0.48)

83345(0.31) 51093(0.31) 330796(0.42) 108972(0.47)

341902(0.30) 261037(0.31) No effect 83345(0.41) 372499(0.47)

211356(0.30) 116565(0.31) 108972(0.41) 318799(0.47)

343256(0.30) 10−6:SK-MEL-5,SK-
MEL-2,MALME-3M,UACC-257

11128(0.31) 372499(0.40) 156565(0.47) 10−4:PC-3,DU-145

374703(0.29) 665497(0.31) 10−5:NCI-H522 123797(0.39) 373535(0.47) No effect

108972(0.28) 87084(0.31) 10−4:HOP-92 343256(0.38) 10−6:OVCAR-8,OVCAR-3,OVCAR-4,NCI/ADR-RES 123797(0.46)

57890(0.28) 9441(0.31) 211356(0.38) 107582(0.46)

30622(0.27) No effect 99796(0.31) 288686(0.38) 213708(0.46)

372063(0.27) 122819(0.30) 10−7.6:EKVX 727038(0.37) 10−8:IGROV1,OVCAR-8 88795(0.46) No effect

326422(0.27) 330796(0.30) 190336(0.37) No effect 92849(0.46)

Renal: 7/11 Small cell lung: 4/5

121182(0.42) No effect 122819(0.39) 10−5.6:DMS114,DMS273

68116(0.39) 68116(0.36)

665497(0.34) 10−6:A498 13248(0.35)

105827(0.29) 10−6:RXF393,TK-10,CAKI-1,UO-31 665497(0.27)

88795(0.27) No effect 94600(0.25) 10−8:DMS273

94600(0.26) 10−8:SN12C,CAKI-1,RXF393,UO-31 88795(0.23)

373535(0.26) No effect 353451(0.23) 10−2.9:DMS114, DMS273

122819(0.26) 10−8.6:SN12K1,A498 123797(0.22)

13248(0.25) 10−4:UO-31 30041(0.22)

352890(0.25) 10−8:ACHN 101345(0.21)

30041(0.24) No effect 261037(0.20) No effect

31712(0.24) 639174(0.19)

59776(0.24) 294150(0.19)

372063(0.24) 107582(0.19)

48231(0.23) 373535(0.18)

51093(0.23) 279834(0.18)

97920(0.22) 603071(0.17) 10−7:DMS273,DMS114

177407(0.22) 10−5:UO-1,A498,ACHN,RXF 393 380279(0.17)

175415(0.22) 40817(0.17)

215585(0.22) 97920(0.17)
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¶
Cell lines having the lowest concentrations with negative growth effects are reported.
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Table 7

Computational predictions vs. experimental observations for individual drugs.

Ovarian cancer Prostate cancer Breast cancer

NSC24559 (positive control) yes (yes) yes (yes) yes (yes)

NSC341902 yes (yes) yes (no) yes (yes)

NSC101777 yes (yes) yes (yes) yes (yes)

NSC372499 yes (yes) yes (yes) yes (yes)

NSC123797 yes (no) yes (no) yes (no)

NSC107582 yes (yes) yes (yes)

NSC370387 yes (no)

NSC68116* yes (no) yes (yes)

NSC330796* yes (yes)

NSC213708* yes (yes)

NSC328010* yes (yes)

Success rate
§ 6/9 7/9 4/5

Computational predictions are listed for each cancer type in this study. Experimental observed indications based on statistically significant cancer 
inhibition with 48 hours of 50μM drug treatment are listed in parentheses. The positive control NSC24559 (plicamycin) is an FDA approved cancer 
drug and its known indications are from the NCI-60 data. All the other 10 drugs in this study were predicted to have novel cancer indications 
without any prior knowledge or known documentation of cancer indications (machine learning prediction scores are in the range of 0.38–0.57, 
corresponding to expected precisions of 0.35–0.57 based on benchmarking results.)

*
NSC68116, NSC330796, NSC213708, NSC328010 were experimentally tested against ovarian and prostate cancers but not breast cancer in this 

study.

§
Success rate is defined as the ratio of the # of tested molecules having experimental inhibition to the # of tested molecules predicted to have 

inhibition (including the control molecule because it is predicted to have inhibition).
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Table 8

Precision and recall of predictions assessed by specific type of cancer inhibition by NCI diversity molecules at 

a 50μM concentration

Precision Recall

OVCAR3 ovarian cancer 0.6 (6/10) 0.625 (5/8)

PC3 prostate cancer 0.8 (8/10) 0.75 (6/8)

MCF7 breast cancer 0.5 (3/6) 0.75 (3/4)

Average over all three cancer types 0.654 (17/26) 0.7 (14/20)

Cancer specificity (OVCAR3 vs. PC3) 0.5 (5/10)

Cancer specificity (OVCAR3 vs. MCF7) 0.5 (3/6)

Cancer specificity (PC3 vs. MCF7) 0.333 (2/6)

Cancer specificity (OVCAR3 vs. PC3 vs. MCF7) 0.333 (2/6)

Indication of at least one cancer type 0.9 (9/10)

The exact number of predictions used to calculate each precision or recall value is in parentheses. Pairwise or cross-cancer type comparison of 
prediction precision was calculated based on the rate of correct predictions of indications for all the cancer types under comparison.
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