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ABSTRACT: We developed a novel force field in the context of AMBER
parameterization for glutamate and aspartate zinc(II)-binding residues. The
interaction between the zinc ion and the coordinating atoms is represented by a
spherical nonbonded parameterization. The polarization effect due to the zinc
ion has been taken into account by redefining the atomic charges on the
residues through accurate quantum mechanical calculations. The new zinc-
binding ASP and GLU residues, along with the CYS and HIS zinc-binding
residues, parameterized in a recent work [Macchiagodena, M.;et al. J. Chem. Inf.
Model. 2019, 59, 3803−3816], allow users to reliably simulate 96% of the Zn-
proteins available in the Protein Data Bank. The upgraded force field for
zinc(II)-bound residues has been tested performing molecular dynamics
simulations with an explicit solvent and comparing the structural information with experimental data for five different proteins
binding zinc(II) with GLU, ASP, HIS, and CYS. We further validated our approach by evaluating the binding free energy of (R)-2-
benzyl-3-nitropropanoic acid to carboxypeptidase A using a recently developed nonequilibrium alchemical method. We
demonstrated that in this setting it is crucial to take into account polarization effects also on the metal-bound inhibitor.

1. INTRODUCTION

Metalloproteins are essential in several fundamental cellular
processes, such as protein synthesis and/or degradation, and in
neurotransmission and are involved in diseases for public health,
such as, for example, cancer and neurodegenerative disorders.1

Zinc is one of the essential metals, binding to a variety of
different proteins in living cells.2−4 Classical molecular dynamics
(MD) simulations at the atomistic level provide a powerful tool
to understand speciation in proteins, their mechanism of action,
and the basis for metal selectivity. The reliability of simulations is
related to the availability of an accurate force field (FF) and of
advanced enhanced sampling technologies. Several methods5−20

have been proposed to parameterize metals in biological systems
in the context of nonpolarizable FFs (e.g., AMBER,21

CHARMM,22 OPLS23). The various strategies can be organized
into classes that differ in the description of interactions between
the metal ion and the protein residues that bind the metal:
nonbonded, bonded, cationic dummy atom, and combined
models. An exhaustive description of modeling strategies can be
found in a recent review by Li et al.10

Here, we apply our exportable procedure24 to derive
parameters for zinc(II)-binding glutamate and aspartate
residues in the context of AMBER FF.21,25 The interactions
between the metal ion and the binding residues are described
using a nonbonded parameterization, which makes use of simple
van der Waals and electrostatic atom−atom terms. The residues
taken into account (GLU and ASP) together with the already

reparameterized ones (CYZ, HDZ, and HEZ)24 allow around
96% of the Zn-proteins available in the Protein Data Bank
(PDB) to be simulated.26 Using our protocol, we recalculated
the atomic charges and the Lennard-Jones parameters taking
into account the strong polarization effects induced by the
zinc(II) cation on the coordinating ligands. The charges were
evaluated on 23 high-quality zinc(II) protein structures (below
2 Å resolution) taken from the PDB. The selected structures
harbor tetracoordinated zinc(II) with at least one glutamate
and/or aspartate residue in the coordination sphere. The other
interacting residues can be histidine, cysteinate, or water
molecules. The new residues GLZ and ASZ (renamed
consistently with the previously defined CYZ, HDZ, and
HEZ) afford simulations where the three-dimensional (3D)
structure of the zinc-binding site is in close agreement with
experimental data. Furthermore, it was possible to reliably
calculate the binding energy of (R)-2-benzyl-3-nitropropanoic
acid to carboxypeptidase A, a zinc-binding enzyme, using a
nonequilibrium (NE) alchemical method (for a detailed
description of equilibrium and nonequilibrium alchemical
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techniques, the reader is referred to an excellent review, ref 27).
In particular, we showed that the correct binding free energies
can be recovered only if one takes into account the polarization
effects of the metal on all of the zinc-coordinating groups
including the ligand, whose atomic charges (evaluated using the
same protocol applied for GLZ and ASZ) differ from the
standard AM1-BCC atomic charges of the ligand in bulk.
The advantages offered by our exportable reparameterization

protocol include speed, convenience, and broad applicability
granted by remaining in the context of existing nonpolarizable
force field forms. Our nonbonded strategy with persistent
polarization onmetal-bound residues or ligands goes beyond the
ability to reliably reproduce the mere structure for a fixed ligand
environment to more readily enable quantitative thermody-
namic comparison of different ligand environments around the
metal in processes (whether real or alchemical) where these
environments change.

2. METHODS
2.1. Calculation of AMBER Parameters for GLZ and

ASZ. Following the protocol developed in our previous paper,24

we selected a training set containing 23 structures of
nonhomologous proteins that have at least one glutamate
and/or one aspartate binding a tetracoordinated zinc(II) ion, for
a total of 24 sites. The Zn···X distances in this set are
representative of the statistics over the entire PDB.28 The
structures have a high resolution (below 2 Å), and the
coordination sphere can be characterized by a different
combination of histidines, cysteinates, or water molecules in
addition to aspartate and glutamate. Details are reported in
Table 1, where the first coordination sphere compositions have
been labeled as CxHyEzDk (one-letter code), addingH2Owhen
present. We analyzed one site for each protein except for 1D8W,
which has two sites.
For all of the structures of the training set (Table 1), we

extracted the 3D coordinates of the zinc(II) ion and the
coordinating residues. The amino acids were saturated by
adding an OHmoiety to the CO and a H hydrogen to the N−
H. The complexes thus obtained were used for the calculation of
atomic charges with the Merz−Kollmann restrained electro-
static potential (RESP) scheme,29 applying selected constraints
as described below. The charges of the carbonyl (CO) and
amino (N−H) groups were fixed at the standard AMBER21,25

values, while those of the saturating OH and H could vary freely.
The total charge of the reparameterized residue (E and D) was
fixed at the integer value of −1 e, and the zinc(II) charge was
constrained to +2 e. The atomic charges were calculated using
the CP2K suite of programs for each of the 24 complexes.30,31

The final renormalized charges on the GLZ and ASZ zinc-
coordinating residues were obtained by an averaging procedure
described in our previous paper.24 The σ Lennard-Jones
parameter of the zinc(II)-binding oxygen atom of glutamate
and aspartate has been increased by 0.1 Å, in agreement with the
procedure adopted for the reparameterization of CYZ and
HEZ/HDZ. The final value, using the GROMACS32,33

definition for the Lennard-Jones potential parameters, is σO =
3.05992 Å; the ϵO was kept to its AMBER standard value.
2.2. Molecular Dynamics Simulations. Molecular

dynamics simulations and trajectory analyses were carried out
using the GROMACS 2018.3 suite of programs.32,33 The
simulations were performed in a cubic box with periodic
boundary conditions, whose side length was chosen so that the
minimum distance between protein atoms belonging to

neighboring replicas was larger than 30 Å in any direction.
Proteins were explicitly solvated with the extended simple point
charge (SPC/E)34,35 water model at the standard density. The
employed force field was amber99sb-ildn36 with our mod-
ifications.24 The system was initially minimized at 0 K with a
steepest descent procedure and subsequently heated to 298.15 K
in an NPT ensemble (P = 1 atm) using a Berendsen barostat37

and a velocity rescaling algorithm38 with an integration time step
of 0.1 fs and a coupling constant of 0.1 ps for 500 ps. Production
runs in the NPT ensemble were carried out for 50 ns imposing
rigid constraints only on the X−H bonds (with X being any
heavy atom) by means of the LINCS algorithm (δt = 2.0 fs).39

Electrostatic interactions were treated using the particle-mesh
Ewald (PME)40 method with a grid spacing of 1.2 Å and a B-
spline interpolation of order 4. As prescribed by the AMBER
protocol, the cross-interactions for Lennard-Jones terms were
calculated using the Lorentz−Berthelot41,42 mixing rules and we
excluded intramolecular nonbonded interactions between atom
pairs separated up to two bonds. The nonbonded interactions
between one and four atoms involved in a proper torsion were
scaled by the standard AMBER fudge factors (0.8333 and 0.5 for
the Coulomb and Lennard-Jones, respectively).

2.3. Nonequilibrium Alchemical Method for Comput-
ing Inhibitor Constant. The inhibitor constant of (R)-2-
benzyl-3-nitropropanoic acid against carboxypeptidase A
(structure in Figure S1 of the Supporting Information) was
calculated using a fast switching (FS) alchemical technique43−46

and compared with the experimental data.47 FS is the
nonequilibrium variant of well-established alchemical technol-
ogies based on free energy perturbation or thermodynamic
integration and implemented in popular MD programs.48−50 FS

Table 1. Protein Structures Used to Extract Complex
Configurationsa

PDB code resolution (Å) CxHyEzDk group

4YBG 1.60 C2HE
3C37 1.70 H3E
1I6N 1.80 HE2D
1D8W(1) 1.60 HED2
1D8W(2) 1.60 HED2
2DVT 1.70 H2ED
4E5V 1.75 H3E
2CDB 1.60 CHE-H2O
4GER 1.59 H2E-H2O
6FJ2 1.43 H2E-H2O
5ONR 1.39 H2E-H2O
4UFA 1.80 H2E-H2O
5AMA 1.80 H2E-H2O
3MS3 1.54 H2E-H2O
4TXD 1.80 C3D
2CS7 1.20 H3D
1V4Y 1.65 CH2D
4Z1D 1.80 CHED
3RZV 1.67 D2H2
1XRT 1.61 CH2D
1W5M 1.60 C2D-H2O
1KOL 1.65 CHD-H2O
1C7K 1.00 DH2-H2O
3F0D 1.20 DH2-H2O

aFor each protein, we report the PDB code, the resolution (Å), and
the residue combination of the first coordination sphere. In bold are
proteins used for validation.
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consistently performed well in blind challenges for binding free
energy prediction such as SAMPL651,52 and SAMPL7.53 This
technique is based on the production of canonical configurations
of the bound and unbound states via the Hamiltonian replica-
exchange method (HREM) and, starting from the HREM-
sampled canonical configurations, on the subsequent “release of
an entire flock of birds flying over the free energy surface
(FES)”54 with a continuous alchemical decoupling of the
ligand−environment interactions eventually producing bound
and unbound work distributions. When the annihilation work
distributions can be described by a normal distribution or by a
simple mixture of Gaussian components, the annihilation free
energies of the ligand when bound to the receptor and in bulk
solvent can be obtained from the collection of NE work values
using an unbiased estimate based on the Crooks theorem.55 In
the case of non-normal distributions, the estimate of the
annihilation free energy is obtained by the statistically boosted
Jarzynski average,54 exploiting the decorrelation between the
discharging and Lennard-Jones annihilation work values. The
absolute binding free energies can be computed using

G G G G G( )Calc b u box fsΔ = − Δ − Δ + Δ + Δ (1)

where ΔGb and ΔGu are the annihilation free energies in the
bound and unbound states, respectively. TheΔGbox is calculated
as kBT ln(Vr/V0),

56−58 whereV0 is the standard state volume and
Vr is evaluated from the distributions of the host−guest centers
of mass (COM)−COM vector distance. ΔGfs is the finite size
correction that must be added due to the annihilation of a net
charge using PME.40,59 This term, accounting for the direct
lattice Wigner self-potential,60 can be derived using the
following equation:
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where QH and QG are the net charges on the host and guest
molecules, respectively; Vbox

b/u are the MD box volumes of the
bound and unbound states; and α is the Ewald convergence
parameter.
The ligand Cartesian coordinates were taken from the PDB

structure of the carboxypeptidase A−(R)-2-benzyl-3-nitro-
propanoic acid complex (PDB code 2RFH). These coordinates
were fed to the PrimaDORAC interface61 to assign the GAFF2
atom type to the inhibitor. For the atomic charges, we used two
parameterizations: the standard AM1-BCC charges obtained
using PrimaDORAC and those taking into account the zinc(II)
polarization effect on the inhibitor when bound to the protein.
In the last case, we reparameterized the atomic charges on the
complex formed by the zinc ion, the interacting residues (two
histidines and one glutamate), and the inhibitor (R)-2-benzyl-3-
nitropropanoic acid. The structure to calculate atomic charges
was extracted from the X-ray PDB (Figure S2 of the Supporting
Information), and we followed the same procedure applied for
the reparameterization of the zinc-bound residues (Section 2.1
and ref 24). We have constrained the atomic charges of the
phenyl group to those of GAFF2 evaluating the polarization
response only for the moieties directly interacting with the
cation. We used the restrained electrostatic potential (RESP)
model29 implemented in NWChem62 with the BLYP63

functional and the pcseg-1 basis set,64 obtaining the result
reported in Table S1 of the Supporting Information. The
carboxypeptidase A enzyme was parameterized using the
amber99sb-ildn force field with our parameterization for the

zinc ion and interacting residues (HIE69, HIE192 e GLU72).
For comparison, we also performed the calculation using the
unmodified amber99sb-ildn for the protein and the standard
AM1-BCC charges for the inhibitor. Therefore, the inhibitor
constant affinity calculation was performed on three different
models, as summarized in Table 2, allowing us to verify the

quality of the proposed FF for glutamate and the zinc ion,24 as
well as to assess the effects of zinc polarization on the ligand by
comparing the results obtained with models B and C.
In all MD simulations, the solvent was treated explicitly using

the TIP3P model.65 Long-range electrostatic interactions were
treated using the smooth particle-mesh Ewald (SPME)
method,66 with an α parameter of 0.37 Å−1, a grid spacing in
the direct lattice of about 1.2 Å, and a fourth-order B-spline
interpolation for the gridded charge array.
As no counterions were included, charge neutralization in

charged bound and unbound systems is implicitly done in SPME
using a uniform neutralizing background plasma. Bond
constraints were imposed on X−H bonds. The pressure was
set to 1 atm using a Parrinello−Rahman Lagrangian67 with the
isotropic stress tensor, while the temperature was held constant
to 300 K using three Nose−́Hoover thermostats coupled to the
translational degrees of freedom of the systems and to the
rotational/internal motions of the solute and of the solvent. The
equations of motion were integrated using a multiple time-step
r-RESPA scheme68 with a potential subdivision specifically
tuned for biomolecular systems in the NPT ensemble.69,70 The
long-range cutoff for Lennard-Jones interactions was set to 13 Å
in all cases.
The HREM simulations of the bound state were run by

launching, in a single parallel job, eight replicas of independent
Hamiltonian replica-exchange simulation with 36 batteries for a
total of 288 MPI instances. The starting configuration is the X-
ray structure. In each of the eight replica batteries, we used
torsional tempering (including 14 nonbonded interactions)
with a maximum scaling factor s = 0.2 corresponding to a
torsional temperature of 1500 K. The “hot” region included all
residues with at least one atom at a distance of less than 4.2 Å
from any atom of the ligand. The scaling factors, sm, along the
eight replica progressions are computed according to the
protocol sm = s(m−1)/7. The ligand was weakly tethered in the
binding site via a harmonic restraint potential between the
COMs of the ligand and the protein, with the equilibrium
distance corresponding to the experimental protein−ligand
COM−COM distance and a force constant of 0.04 kcal mol−1

Å−2. Each HREM battery sampled 26 configurations taken at a
regular interval of 12 ps, hence accumulating 968 solvated
bound-state starting configurations in a total simulation time of
12 ns.
For setting up the starting configurations of the decoupled

ligand in bulk, we first harvested 528 configurations of the

Table 2. Parameterization Used for Calculation of the
Inhibitor Constant Affinity

enzyme Zn(II)
Zn(II)-binding

residues inhibitor

model A amber99sb-
ildn

amber99sb-
ildn

amber99sb-ildn GAFF2/
AM1-BCC

model B amber99sb-
ildn

OUR OUR GAFF2/
AM1-BCC

model C amber99sb-
ildn

OUR OUR GAFF2/OUR
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isolated (gas-phase) molecule via an 8 ns (target state) HREM
simulation using four replicas with torsional tempering with a
minimum scaling factor of s = 0.1, corresponding to torsional
temperature of 3000 K, and using the protocol sm = s(m−1)/3,m =
1, ..., 4 along the four replica progressions. The 580 sampled gas-
phase ligand conformations, with random orientations and
positions, were combined with a single equilibrated sample of
about 1000 water molecules in standard conditions in a cubic
box, producing 580 starting configurations of the decoupled
(ghost) ligand in bulk.
For the ligand in the bound state (b state), alchemical

annihilation simulations were performed starting from the λ = 1
(fully coupled) equilibrium configurations collected in the
preceding HREM step. NE annihilation trajectories were run for
360 ps: in the first 120 ps, the electrostatic interactions were
linearly switched off; in the following 120 ps, two-third of the
Lennard-Jones potential was turned off; and in the last 120 ps,
the one-third residual was finally switched off.
A time-inverted protocol was adopted for the ligand in the

bulk state (u state); in this case, the alchemical fast-growth
simulations were started from λ = 0 (fully decoupled) and NE
trajectories were run for 360 ps. In the first 120 ps, one-third of
the Lennard-Jones potential was turned on. In the following 120
ps, the Lennard-Jones potential was switched on completely. In
the last 120 ps, the electrostatic interactions were linearly turned
on. All of the simulations for computing the inhibitor constant
were done using the program ORAC.71

3. RESULTS AND DISCUSSION
3.1. FF for Zinc(II)-Binding Glutamate and Aspartate

Residues. We report the atomic charges of the new GLZ and
ASZ zinc-binding residues in Tables 3 and 4, obtained by

averaging ab initio calculations on the training set listed in Table
1. For comparison, we also report the AMBER atomic charges
(GLU and ASP residues). The main difference between
reparameterized and AMBER atomic charges is in the
redistribution of the negative charge on the two oxygen atoms
of the carboxylate group. In our model for zinc-polarized ASZ
and GLZ, the two oxygen atoms are not equivalent: the zinc-
interacting atom has a higher negative charge, which contributes
to preserving a monodentate interaction between Zn(II) and

GLZ/ASZ. Indeed, as reported by Tamames et al.,72 the
interaction Zn(II)···GLZ/ASZ involves only one oxygen atom.
We reached the same conclusion by analyzing 13 785 aspartate
and 9333 glutamate residues binding zinc(II) in structures with
a resolution better than 1.8 Å (Figure 1). The majority of
glutamate and aspartate residues interacts only with one oxygen
atom (Oϵ1 or Oδ1), and the difference between the distances

Table 3. Atomic Charges for the Glutamate Residue (e):
AMBER (GLU) and Reparameterized (GLZ)a

atoms AMBER (GLU) GLZ

N −0.5163 −0.5163
H 0.2936 0.2936
CA 0.0397 0.1350
HA 0.1105 0.0566
CB 0.0560 −0.0325
HB1 −0.0173 −0.0005
HB2 −0.0173 −0.0005
CG 0.0136 0.2766
HG1 −0.0425 −0.0548
HG2 −0.0425 −0.0548
CD 0.8054 0.6926
OE1 −0.8188 −1.0627
OE2 −0.8188 −0.6870
C 0.5366 0.5366
O −0.5819 −0.5819

aThe atoms are labeled with AMBER atom names.

Table 4. Atomic Charges for the Aspartate Residue (e):
AMBER (ASP) and Reparameterized (ASZ)a

atoms AMBER (ASP) ASZ

N −0.5163 −0.5163
H 0.2936 0.2936
CA 0.0381 0.0422
HA 0.0880 0.0732
CB −0.0303 0.1549
HB1 −0.0122 −0.0052
HB2 −0.0122 −0.0052
CG 0.7994 0.7388
OD1 −0.8014 −1.1120
OD2 −0.8014 −0.6187
C 0.5366 0.5366
O −0.5819 −0.5819

aThe atoms are labeled with AMBER atom names.

Figure 1. Combined distribution function between Zn(II)···Oδ1/Oδ2
and Zn(II)···Oϵ1/Oϵ2 distances for aspartate (a) and glutamate (b),
respectively. In total, 13785 aspartate and 9333 glutamate residues
binding zinc(II) were analyzed. By construction, we labeled with
number 1 the oxygen atom closest to themetal ion. Only structures with
a resolution better than 1.8 Å were included in the analysis.
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Zn···O1 (δ/ϵ) and Zn···O2 (δ/ϵ) is at least 1 Å. In the case of
aspartate, the Oδ2 distance covers a higher range of values. The
higher negative charge on the donor oxygen atom is in
agreement with the corresponding increase of the Lennard-
Jones parameter on the same atom.
3.2. Validation of GLZ and ASZ Parameters. To

investigate the structural properties of the zinc(II) sites applying
our new FF, we performed MD simulation for five zinc(II)-
proteins: 4YBG, 2CDB, 1V4Y, 1KOL, and 4Z1D (in bold in
Table 1). The structures were chosen so as to include
representative proteins of all CxHyEzDk groups. We calculated
the radial distribution function (RDF) between Zn(II) and the
oxygen-, nitrogen-, or sulfur-interacting atoms of GLZ and ASZ,
HEZ/HDZ, or CYZ, respectively. Results are reported in Figure
S3 of the Supporting Information along with reference values
extracted from the X-ray structures. For all proteins, we obtained
a good agreement between the X-ray distances and the
maximum of RDF distribution as reported in Figure 2, in
which RDF distribution averages are compared with exper-
imental data. Our parameterization can differentiate the

interactions between the zinc ion and the two oxygen atoms
of the carboxylate group of glutamate and aspartate. This results
in monodentate interactions (see also the Zn···O1 and Zn···O2
RDFs in Figure S3 in the Supporting Information) as
experimentally observed (Figure 1). One exception was found
for Zn···O2(E241) RDF (Figure S3e of the Supporting
Information) of 4Z1D, which presents two peaks, around 2.2
and 3.5 Å, respectively. Although the two peaks differ from the
experimental value (2.75 Å), the monodentate coordination is
still preserved. The two RDF values are due to the presence of
water molecules around glutamate 241. This interaction is also
confirmed by analyzing the pair distribution function during the
50 ns of simulation between the zinc(II) ion and the interacting
atoms, including the H-bond interactions with water (Figure 3).
It is evident that the Zn···O2(E241) and O2(E241)···H(H2O)
distances are correlated: when the O2 atom is H-bonded to
water, the Zn···O2 distance is larger (3.5 Å).
The stability of the zinc(II) coordination during simulations

was assessed by calculating the angle and monitoring the time
evolution of the distances involved in the interaction with

Figure 2. RDF average between zinc(II) and the interacting oxygen, nitrogen, or sulfur atom of glutamate, aspartate, histidine, or cysteinate,
respectively (red squares). The error bar represents the standard deviation. The corresponding reference values extracted from X-ray structures are
depicted with black dots. The comparison was performed for 4YBG (a), 2CDB (b), 1V4Y (c), 1KOL (d), and 4Z1D (e).
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zinc(II). The results are reported in Table S2 and in Figure S4 of
the Supporting Information. In Figure S5 of the Supporting
Information, we show the root-mean-square deviation (RMSD)
values for the metal-binding site (zinc(II) ion and the ligand
residues) and the coordination sphere (zinc(II) ion and donor
atoms) with respect to the PDB reference structure. The average
RMSD values for the binding site and the bound atoms are≈0.7
and ≈0.3 Å, respectively. For the backbone, all values are less
than 2.5 Å; the high fluctuation found for 1KOL is attributable to
the oscillation of a C-terminal α-helix.
3.3. Energy of Binding of (R)-2-Benzyl-3-nitropropa-

noic Acid to Carboxypeptidase A. As described in Section
2.1, we used three different models (Table 2) to calculate
absolute binding energies. For each model, we calculated the
distribution of the COM−COM distance between the inhibitor
and the enzyme obtained from the HREM stage (Figure 4). The
experimental ligand−protein COM−COM is shown as a vertical
green line in Figure 4. The COM−COM distance distribution is
consistently centered at lower values with respect to the
reference experimental COM−COM distance, showing that the
inhibitor lingers in the binding pocket for all three models. The
spread of the COM−COM distributions obtained during the
HREM stage, with COM−COM distances extending in a range
of 2−3 Å, is an indication of the quality of sampling during the
HREM stage. Model B exhibits a broad distribution, with the
COM−COM distance ranging between 10 and 13 Å. Models A
and C present a narrower distance distribution; in particular in
model C, the inhibitor interacts strongly with the zinc(II) ion, as
inferred by the steepness of the corresponding potential of mean
force (PMF) in the binding region (inset of Figure 4a−c). The
enhancement of the ligand binding in going from model B to
model C is due to larger electrostatic contributions in the bound
state of model C. Such enhanced contribution in model C was
obtained via the renormalization of the atomic charges in the
bound ligand, accounting for the polarization effects induced by
the zinc(II) cation. As explained in ref 59, the PMF on the
COM−COM distance distribution provides valuable indica-

tions for binding. Inspection of the PMFs reported in the insets
of Figure 4 shows that model B yields the weakest enzyme−
inhibitor interaction, while model A and model C are expected
to produce higher and comparable binding strength.
From the collection of annihilation and growth works for the

bound and unbound states, respectively, we assessed the
character of the distributions using the Anderson−Darling
(AD) test statistic, A2.73,74 We further computed the correlation
Pearson’s coefficients R between the discharging alchemical
electrostatic (WQ) and Lennard-Jones (WLJ) works. Results for
A2 and R are collected in Table 5. The work distribution for the

common unbound state of all three models is non-normal with a
high level of confidence. Concerning the bound-state distribu-
tions, model A and model B are found to be non-normal with a
confidence level exceeding 99%. Model C is non-normal with a
relatively low confidence level of 85%, corresponding to an AD
test statistic of A2 = 0.58 (Table 5). On the other hand, the
model C bound-state work distribution covers a range of more
than 20 kcal mol−1, with the difference between the Jarzynski
and Gaussian estimates for the annihilation free energy
exceeding 12 kcal mol−1, a clear sign that the distribution is
likely given by nontrivial mixtures of normal components. In this
case, the Gaussian estimate is highly inaccurate, the only viable
alternative being the standard Jarzynski estimate based on the
exponential average e−βΔG = ⟨e−βΔW⟩. The latter, however, is
imprecise due to its critical sensitivity to the poorly sampled left

Figure 3. Pair distribution function between Zn(II) and interacting
atoms for the 4Z1D protein. In (a), the distributions refer to protein
atoms interacting with Zn(II); in (b) are those relative to Zn···
O2(E241) and O2(E241)···H(H2O) distances.

Figure 4. Probability distribution of the distance between the inhibitor
and the carboxypeptidase A enzyme center of mass as obtained from the
HREM simulations. (a) Model A; (b) model B; and (c) model C. The
green line shows the distance extracted from the starting conformation
of HREM simulation. In the inset is shown the relative potential mean
field.

Table 5. Anderson−Darling Test (A2) and Correlation
Coefficient (R) between the Discharging Work and the
Lennard-Jones Annihilation Work for the Bound State and
the Common Unbound State of the Three Models

model A2 (bound) A2 (unbound) R (bound) R (unbound)

A 4.06 4.92 −0.01 −0.09
B 2.37 4.92 −0.01 −0.09
C 0.58 4.92 −0.14 −0.09
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tails of the distributions.75,76 As explained in ref 54, we thus
exploited the weak or negligible correlation (see Table 5, R
values) between the discharging WQ and the Lennard-Jones
annihilation work, WLJ, combining each value of the random
variable (RV) WLJ with each value of the RV WQ, hence
obtaining n2 work RVsW =WLJ +WQ instead of the original n. In
this manner, we statistically boosted the exponential averages for
all work distributions, increasing the number of points at low
work values, thus obtaining more precise Jarzynski estimates.
The standard and statistically boosted histograms of all bound-
state annihilation work distributions and for the common
unbound fast-growth work distribution (with an inverted sign)
are shown in Figures 5 and 6.

As it can be seen, the boosted, more resolved histograms,
computed on the 4802 discharging and Lennard-Jones
combined work values, closely follow the standard noisy
histograms as in a nonlinear regression fit. This is a consequence
of the statistical independence of the two RVs associated with

the discharging and Lennard-Jones annihilation works. When
the corresponding R for the two RVs is close to zero, we trivially
have P(W) =∑iPLJ(Wi)PQ(W−Wi), namely, the boosted work
distribution is given by the convolution of the Lennard-Jones
and electrostatic work distributions.
In Table 6, we finally report the computed absolute

dissociation free energies for the three models, where all
bound and unbound annihilation free energies are calculated
using boosted Jarzynski averages. The errors are standardly
evaluated using bootstrap with resampling on the combined n2

work values. As it can be seen, model A, corresponding to a
standard GAFF2 description of the ligand and the standard
amber99sb-ildn FF for the zinc-protein, is quite accurate,
overestimating the dissociation free energy by less than 1 kcal
mol−1. Model B, on the other hand, where the ligand is
parameterized with the standard GAFF2/AM1-BCC FF and
where we used the modified (polarized) zinc-coordinating
residues GLZ and HEZ replacing GLU and HIE in the
amber99b-ildn FF, severely underestimates the binding strength
of the ligand, yielding a dissociation free energy more than 5 kcal
mol−1 below the experimental value. Such discrepancy is entirely
due to neglecting the polarization effects of the zinc atoms on the
zinc-coordinating groups of the ligand in the bound state,
leading to a significant underestimation of the bound-state
annihilation free energy. When, in model C, we replace the
standard (GAFF2) AM1-BCC charges on the ligand with the
new zinc-polarized charges (reported in Table S1 of the
Supporting Information), polarization effects due to the zinc are
restored, leading to a dissociation free energy that differs by less
than 0.7 kcal mol−1 with respect to the experimental value. The
remarkable improvement in going from model B to model C
shows that the persistent polarization effects induced by the zinc
atom in the bound state are important for all zinc-coordinating
groups, including the ligand. Therefore, the ligand charge
distribution must be coherently represented using the same
computational protocol adopted for the zinc-coordinatingHDZ,
HEZ, GLZ, ASZ, and CYZ residues. On the other hand, our
results show that the standard GAFF2/amber99sb-ildn
approach, yielding Zn···O, Zn···N, or Zn···S distances well
below the experimental values24 and neglecting completely
polarization effects in the bound state, nonetheless produces a
fairly accurate dissociation free energy, possibly due to a
favorable compensation error. In summary, our new parameter-
ization of ASP and GLU residues, together with the previous
results for HIS and CYS, allows MD simulations to both
correctly model the structural features of zinc(II)-binding sites
and accurately compute the affinity constants of metal-binding
inhibitors, with proper treatment of polarization effects while
remaining in the context of a fixed-charge FF.

4. CONCLUSIONS

In this work, we extended the protocol, successfully used to
parameterize zinc-binding cysteinate and histidine residues,24 to

Figure 5. Annihilation work distributions (W = WLJ + WQ) for the
bound state obtained for model A (a), model B (b), and model C (c),
with black, blue, and red lines representing standard distributions and
violet, cyan, and orange lines representing the boosted ones.

Figure 6. Standard (green line) and boosted (black line) growth work
distributions (W = WLJ + WQ) for the unbound state.

Table 6. Absolute Binding Free Energy Computed Using the Three Modelsa

model ΔGb ΔGu ΔGbox ΔGfs ΔGCalc ΔGExp

A 93.63 ± 0.53 79.62 ± 0.03 −3.45 −0.23 −10.33 ± 0.56 −9.35
B 87.08 ± 0.87 79.62 ± 0.03 −3.53 −0.23 −3.70 ± 0.90 −9.35
C 91.49 ± 0.54 79.62 ± 0.03 −2.93 −0.23 −8.71 ± 0.57 −9.35

aFor each ΔGCalc, all of the contributions are reported following eq 1. The experimental value ΔGExp was obtained from ref 47. All values are in kcal
mol−1.
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zinc-binding glutamate and aspartate residues. The parameter-
ization is based on a nonbonded model for the interaction
between the metal ion and the protein. The polarization effects
due to the zinc(II) ion have been included by defining new
atomic charges for the residues, derived from accurate QM
techniques on selected sites with a known 3D structure. Thus,
we defined two new zinc(II)-coordinating residues, namely,
GLZ (glutamate) and ASZ (aspartate).
We validated the FF by performing MD simulations on five

zinc-proteins that belong to different superfamilies. These
simulations produced stable structures for the metal site and
were able to differentiate between the two Zn···Ox (O1 andO2)
interactions with the carboxylate group. This reproduces well
the monodentate coordination mode that is massively prevalent
in all PDB structures of zinc-proteins.72 Importantly, this
structural feature is not explicitly imposed by constraining
metal−donor distances, as we are implementing a nonbonded
model, and is entirely the result of the intrinsic characteristics of
our FF.
We then evaluated the application of the new FF to the

challenging computation of the inhibitor constant of (R)-2-
benzyl-3-nitropropanoic acid against carboxypeptidase A, using
the FS technique. On this specific example, our improved FF
performed modestly better than the traditional AMBER FF.
Interestingly, the comparison of the results obtained with
different models for the ligand highlighted that the metal-
induced local polarization effects in the bound state have a
dramatic effect on the accuracy of the calculation when our FF
for the protein is used. This can be regarded as a consequence of
our FF directly taking into account the polarization effects on
the group coordinating the metal in the bound state.
It must be stressed that both our protocol, with different

environment-related polarized charges on the ligand, and the
standard AMBER parameterization, with fixed charges in the
bulk and bound states, provided good results for the binding
affinity. It is possible that this is due to error compensation in the
two legs of the alchemical thermodynamic cycle. Therefore, it
will be important to systematically assess the performances of
both approaches in other systems in which an organic ligand
(e.g., inhibitor) is directly binding to a zinc(II) ion. This will
define the reliability of our description in comparison to that of
the AMBER FF and the importance of metal-induced charge
reorganization effects on the coordinating residues and ligands.
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