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The balance between proliferation and differentiation of stem
cells and progenitors determines the size of an adult brain region.
While the molecular mechanisms regulating proliferation and
differentiation of cortical progenitors have been intensively stud-
ied, an analysis of the kinetics of progenitor choice between
self-renewal and differentiation in vivo is, due to the techni-
cal difficulties, still unknown. Here we established a descriptive
mathematical model to estimate the probability of self-renewal
or differentiation of cortical progenitor behaviors in vivo, a
variable we have termed the expansion coefficient. We have
applied the model, one which depends only on experimentally
measured parameters, to the developing mouse cortex where
the expansive neuroepithelial cells and neurogenic radial glial
progenitors are coexisting. Surprisingly, we found that the expan-
sion coefficients of both neuroepithelium cells and radial glial
progenitors follow the same developmental trajectory during
cortical development, suggesting a common rule governing self-
renewal/differentiation behaviors in mouse cortical progenitor
differentiation.
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he development of tissues is balanced between the prolifera-

tion and differentiation of stem cells. This balance appears
to be species and tissue specific, given the unique body loca-
tion and tissue size for various types of tissues. Decoding the
molecular machinery regulating the process, therefore, is a key
to understanding tissue size control in evolution and develop-
ment. An increase in brain size, particularly that of the cerebral
cortex, is believed to have been vital for enhancing the cogni-
tive abilities of mammals and, especially, of primates. Since the
number of neurons/glia strongly correlates with cortical size (1),
our question can be rephrased as, What mechanisms control the
species-specific neuronal/glial number during corticogenesis? All
mammals evolved from a common ancestral lineage and thus
share numerous developmental processes (2). However, during
subsequent mammalian evolution, modification of these devel-
opmental programs must have occurred. It is these changes,
particularly those underpinning brain size and neuronal/glial
number, that are likely to result in species-specific alteration to
brain development.

In contrast to many qualitative analyses of neuronal cell types
found in higher mammals (3-5), there have been only a few
quantitative studies of developmental neuro/gliogenesis. Recent
work has given us key insights into the mechanisms and progen-
itor types that are important for cortical growth. We now know
that the cortical progenitors comprise multiple subtypes (Fig. 1):
1) self-renewable neuroepithelium cells (NEs), 2) neurogenic
radial glia progenitors (RGs), 3) intermediate progenitors (IPs)
generating two neurons, and 4) outer/basal subventricular zone
(OSVZ) radial glia-like progenitors (0RG/bRGs) recently iden-
tified as a population in gyral brains like ferret and human (3,
6, 7). These cell types are thought to generate most of the
neurons and glial progenitors in embryonic stages. Later glial
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progenitors further proliferate after birth, contributing to the
increase in the volume of the cortex. The differences in the size
of the cortex for various species are therefore likely to result
from the proliferative/differentiation capacities of all of these
progenitor types. With techniques currently available, however,
it is not feasible to obtain time-course data of in vivo embry-
onic cortex progenitors at a scale large enough to estimate
the kinetics of progenitor expansion/differentiation throughout
development. Establishing a mathematical model that is able to
describe the kinetics of progenitor expansion and differentiation,
therefore, is an essential step toward understanding the species-
specific control of brain size. Pioneering work by Takahashi
et al. (8) was based on the idea that developmental time in
embryonic days can be transformed into the number of cell
divisions by the measured cell cycle length. Each mother pro-
genitor produces two daughter cells, so describing the number
of cell divisions permits counting the total number of cells
generated.

Early in development, after the neural tube closes, the neu-
roepithelium is formed by the division of cells in what is called
the ventricular zone (VZ), a region that surrounds what will be
the ventricle. The progenitors initially are NEs, but these cells
generate other progenitor cell types that finally are responsible
for making the brain’s neurons, a cell type that does not divide.

Significance

Early in embryonic brain development, progenitor cells favor
proliferation—where each progenitor makes two copies of
itself to expand the progenitor pool—but late in develop-
ment, the progenitors prefer differentiation. In differentia-
tion, the progenitor population finally declines as each pro-
genitor differentiates into a pair of neurons. We discovered
that the time course of proliferation to differentiation is
smooth and orderly. Furthermore, neuroepithelial progenitors
and the radial glial progenitors that they make simultaneously
follow the same time course during development. If other ani-
mals follow the mouse model, our observations could account
for the relationship between brain size and the duration of
embryonic development.
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Fig. 1.

Estimation of the fraction of each cell type during mouse embryonic corticogenesis. (A-R) Immunostaining images of dissociated cells prepared from

mouse cortices to distinguish the cell types. Pictures are the representative images of E14.5 dissociated cells. We counted Nestin+/Glast+, Nestin+/Blbp+, or
Nestin+/Blbp+/Glast+ as RGs and Nestin+/Glast—/Blbp— as NEs (A-E). The RG fraction was further subtracted by the fraction of Tuj1+ and either Glast or
Blbp+ double-positive cells (F-J). The neuronal fraction was counted as either Tuj1+ or Map2+ cells (K-N). bIPs are counted as Tbr2+/Tuj1— cells (O-R). (S)
Developmental relationship of distinct progenitor types and neurons. NEs are the initial progenitors in the cortical VZ, subsequently differentiated into RGs.
RGs can be further differentiated into alPs, oRG/bRGs, bIPs, or neurons. (T) Combinatory immunostaining to delineate cell types. (U) The fraction of all of
the cell types used for modeling plotted against the embryonic stage. The data are fitted with third-order polynomials. The total fraction was calculated
after excluding GABAergic interneurons and glial progenitors. (Scale bar: 50 pm.)

The early-born neurons settle in the region of the cortex closest
to the ventricular zone, and the late-born neurons migrate to
the parts of the cortex closest to the brain surface. That is,
the cortical neurons are generated in an inside-out way. During
development, because of this inside-out process, the parts closest
to the ventricle are called apical and the parts of the cortex clos-
est to the surface are termed basal. NEs make a progenitor class
of RGs (although they are not actually glia cells) and these fall
into two classes, apical radial glia and the oORG/bRGs. The RGs
also make a progenitor type of IPs that also fall into two classes,
apical (aIP) and basal (bIP) progenitors.

The Takahashi et al. (8) model uses a simple assumption
that cells in the VZ are one class of progenitors and cells out-
side of the VZ are the second class of cells. This means the
theory treats the NEs, RGs, and alPs in the VZ as one uni-
form progenitor type and bRGs and bIPs in the subventricular
zone and neurons (which are postmitotic) as a second cell class.
Here we established a model incorporating the distinct progen-
itor types and their kinetics. Applying our model to the mouse
developing cortex led us to a surprising conclusion that the prob-
abilities of self-renewal/differentiation of NEs and RGs follow
the same kinetics. Our model revealed the existence of a com-
mon mechanism orchestrating distinct cortical progenitor types
in the developing mouse cortex.

Results and Discussion

The goal of this work is a quantitative understanding of embry-
onic development of the mouse cortex. We carried out an
experimental analysis to determine fractions of all cell types in
the entire cell population every day from embryonic day (E)10.5
to E18.5 in a specific region of the developing mouse cortex, fol-
lowed by a theoretical analysis of these data. Our specific focus
was on how many daughter cells of the same type as their mother
cell are born at different developmental stages, which we call
the “expansion coefficient.” Our main conclusion is that expan-
sion coefficients of NEs and RGs, major progenitor types in the
developing cortex, follow the same quantitative rules throughout
embryonic development.
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Experimental Analysis.
Estimation of the fraction of all cell types in each stage of mouse
cortical development. To measure the fraction of each cell type
present, we prepared dissociated cells on each of 9 d from E10.5
to E18.5 of mouse embryonic cortices and immunostained them
by using the combinatorial antibodies against marker proteins
to define each cell type (Fig. 1 and SI Appendix, Table S1). An
example of images collected on one specific day (E14.5) is pre-
sented in Fig. 1 A-R. The cell types considered and the cells they
produced (indicated by arrows) are shown in Fig. 1S. Since the
marker proteins used in this study are not nuclear localized, we
were unable to count labeled cells in sections. We therefore used
acute dissociation of fixed cells from cortices. We judged sin-
gle Nestin+ cells that are negative for RG markers (Blbp and
Glast) as NEs (Fig. 1 A-FE), Nestin+ cells that are either Blbp+
or Glast+ as RGs (Fig. 1 A-E), Tbr2+ cells that are Tujl—
as bIPs (Fig. 1 O-R), and Tujl+ or Map2+ cells as neurons
(Fig. 1 K-N). Although both Blbp and Glast are RG mark-
ers, we found that considerable fractions of Blbp+/Glast+ cells
are costained with an early neuronal marker, Tuj1, possibly due
to sustained protein expression during the transition from RGs
to neurons (Fig. 1 F-J). Indeed, we detected about 20% over-
lapped staining fractions by the combination of Tujl and another
proliferative marker, Ki67 at E14.5 (data not shown), support-
ing that the residual RG marker expression is still in the newly
generated neuronal fraction. We therefore counted the double
positive of Blbp+/Glast+ and Tujl+ as neurons and subtracted
them from the RG fraction (Fig. 17 and SI Appendix, Table S1).
All of the cell types we considered above are the progenies of
NEs. However, GABA (y-aminobutyric acid)ergic interneurons
which originated from the ventral telencephalon and migrated
into the cortex from E13.5 onward are known to compose about
20% of total neurons in the adult brain. Since the dissociated
cortical cells include this population, we subtracted the frac-
tion of GABAergic interneurons from the neuronal fractions, as
published earlier (9).

Apoptosis of progenitors, in particular during the early cor-
ticogenesis, is known to affect the final neuronal number and
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the brain size (10). Since we did not include dying progenitors
in our cortical development model (described later), we counted
the apoptotic cells by staining of activated caspase-3 from E10.5
to E14.5 to evaluate the magnitude of the cell death. We found,
however, that the fraction is less than 1.5% during the stages
examined (SI Appendix, Table S2). Given that the largest SEM
for the NE cell fraction in our data was 3.9%, we conclude that
the contribution of cell death fraction is neglectable as assumed
in our model.

At the end of neurogenesis, RGs are transformed into
astroglial progenitors, oligodendrocyte progenitors, or ependy-
mal cells (11). However, the generation of these glial progenitors
has been reported as 0.37% of oligodendrocyte progenitors and
less than 2% of astroglial progenitors at E17 mouse cortex (12).
We counted GFAP+ astroglial progenitors and confirmed that
the glial fractions are approximately 2% (SI Appendix, Table S1).
Given the deviation of RGs, the contribution of glial progeni-
tors is considered as being negligible. The data of the adjusted
cell fractions are fitted with third-order polynomials to provide
the natural context in which to find equations that describe these
data (Fig. 1U). The following theoretical analysis was applied to
the data shown in Fig. 1U:

Estimation of cell cycle length of total and each progenitor pop-
ulation. Fig. 1U presents the data needed for our subsequent
theoretical analysis, but these data are not directly useful,
because our model concerns cell type differentiation at each
cell division, not at each embryonic day. We must convert
days of embryonic development to cell divisions per day. To
this end, we measured average cell cycle time for progenitors
in the VZ on sections by IdU (5-iodo-2’-deoxyuridine)/BrdU
(5-bromo-2’-deoxyuridine) double-labeling methods (Fig. 2 A-
E) (13). The time lag between two injections of IdU and
BrdU labeling of S-phase cells allowed us to calculate cell
cycle length at the given embryonic stage, by calculating the
ratio of cells that exit the S phase during the lag to the total
number of cells, which is equal to fraction of the cell cycle
that progressed during the lag at the given stage (Materials
and Methods). This method yields the average cell cycle length
of the entire progenitor population. The inverse of the cell
cycle length is the speed of cell division (cell division number
per hour), the integral of which yields cell division number at
a given embryonic stage. We measured the cell cycle length
using cortical sections and dissociated cortical cells. Both mea-
surements resulted in values similar to the published data (S7
Appendix, Table S3) (8). To estimate the cell cycle length at
arbitrary development stages, we fitted the data with sigmoid
functions (Fig. 2K).

Since cell cycle lengths of RGs and bIPs are known to differ
(14), we also estimated the cell cycle length of each progenitor
type in dissociated cells by costaining with IdU/BrdU and pro-
genitor marker: Nestin for total progenitors, Glast and Blbp for
RGs, and Tbr2 for bIPs. NEs were identified as nestin+ cells
that are neither RGs nor bIPs (Fig. 2 F'~J" and SI Appendix,
Table S3).

Interestingly, we found that cell cycle lengths of NEs, RGs, and
bIPs follow distinct kinetics (Fig. 2M). The data of total dissoci-
ated cells are almost identical to those generated by the counting
in section, indicating the consistency in both measuring methods
(Fig. 2 F-J and L). Cell cycle lengths of NEs, RGs, and IPs were
relatively constant until E13.5 but those of bIPs and RG cells
became longer, while that of NEs largely did not change their
average cell division time (Fig. 2M). We fitted the data of RG
cells and bIP cells with a sigmoid function and the data of NE
cells with a constant value (Fig. 2M).

bIP and RG cell cycle length data appear to be not satu-
rated such that sigmoid fitting may not be the best estimation.
However, we have a rationale for why we should employ the sig-
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moid fitting for these cell types as described below. While we
did not measure average cell cycle length for total progenitors
later than E15.5, those at E16.5 and E17.5 have been reported
as 18.4 h at E16 and 19 h at E17.5 [Takahashi et al. (8) and
Siegenthaler et al. (21)]. These values are close to our esti-
mated values from sigmoid fitting (Fig. 2 K and L). Since cell
cycle length of each progenitor type at a given embryonic stage
constrains average cell cycle length of total progenitors, we can
evaluate models of cell type-specific cell cycle length by asking
whether they could reproduce experimentally measured aver-
age cell cycle length. While the second-order polynomial gave
us a poor fit (SI Appendix, Fig. S1 A and A"), monotone Her-
mite spline interpolation provided apparently better prediction
for cell cycle lengths of RGs and bIPs at later stages (S Appendix,
Fig. S1 B and B’). We compared the RG and bIP cell cycle
length models by sigmoid function and spline interpolation in
the estimation of average cell cycle length. We found that aver-
age cell cycle length estimated with spline interpolation fails to
reproduce the experimentally measured results, in particular at
later stages, while those from sigmoid function are better (S/
Appendix, Fig S1C).

Theoretical Analysis.

General observations. In our experimental analysis, the cells con-
sidered are three progenitor types, NEs, RGs, and bIPs, together
with excitatory neurons generated locally in the developing cor-
tex (see Fig. 1S, where the arrows indicate which progenitors
generate which cell types). The data used for our theoretical
analysis are shown as the fractions of each of the types on each
day of development from the end of E9.5 to the end of E18.5
(Fig. 10).

Not all cell divisions are the same type. Specifically, three
modes of progenitor cell division are recognized and we will
later need to use this information repeatedly. Because NEs can
make only NEs and RGs, we use them as an example of the
three modes of division (Fig. 3B). We consider a progenitor cell
population, all of which are undergoing cell divisions:

1) Expansive division. Each NE can divide symmetrically to pro-
duce two new NEs (the fraction of NEs in the entire NE
population that use this mode, on the kth division, is denoted
by 6o, with the subscript 0 indicating the number of non-NE
daughter cells produced by this form of cell division).

2) Asymmetric division. A NE can divide asymmetrically to
make one new NE daughter cell and one RG daughter cell
(the fraction of NEs that do this on the kth cell division is 01
with the subscript 1 indicating that one non-NE is made with
this mode).

3) Symmetric division. A NE can divide symmetrically to pro-
duce two RG daughter cells (the fraction of NEs with this fate
is 02, because two daughter cells are not NEs but RGs).

All of the progenitors we study can sometimes use each of these
three modes.

Total number of cells Ny after the kth cell cycle. We need to know
Ny, the total number of cells present after the kth cell cycles. If,
for example, a population of cells are all dividing with an aver-
age cell division time of 12 h, in one 24-h d, all of the population
would divide twice (on average). This population of cells would
then have two cell cycles per day. After k cell cycles, the frac-
tion of all cells that are neurons is v, (something measured),
so the number of neurons present is v; Ni, (Fig. 34). Because
neurons do not divide, the neuron population is carried over
after the (k + 1)th cell division. The number of progenitors (non-
neurons) present after the kth cell cycles is N, — v N, = (1 —
Vi) Ni, and this number of cells doubles after the (k + 1)th cell
cycle because we assume that, on average, the population of all
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Estimation of cell cycle length of cortical progenitors. (A-E) Representative images of E13.5 cortical sections to estimate cell cycle length by the

1dU/BrdU dual-labeling method. Embryos were labeled by IdU injection followed by the BrdU 1.5 h later. Embryos were fixed 0.5 h after BrdU injection.
S-phase cells in the VZ underneath (labeled by BrdU) were counted as total progenitors. Cells singly labeled by IdU (A and C, arrowheads) and those
labeled by BrdU (B) were used for calculating cell cycle length as described in Materials and Methods. (F-J’) Representative images of E13.5 dissociated
cortical cells to estimate cell cycle length by the IdU (F)/BrdU (G) dual-labeling method. Total cells were counted as DAPI+ cells (/). (F'-=J'’") E13.5 dissociated
cortical cells were stained with IdU (F'-F""')/BrdU (G’-G’"’) together with progenitor markers, Nestin (/’), Blbp/Glast (I'") or Tbr2 (I"’) for the estimation of
progenitor type-specific cell cycle lengths. (K-M) Average cell cycle lengths of the entire progenitor population as a function of embryonic days, estimated
from 1dU/BrdU labeling of cells in sections (K) or dissociated cells (L). Those estimated for each progenitor type are shown in M. (Scale bars: A-E, 50 um;

F-J'"’, 50 um.)

progenitors divides once with each cell cycle. Thus we know that
N, k+1 is

Nk+1 =vpNi + 2(1 — I/k)Nk; = (2 - l/k)Nk~

Relation of days of embryonic development D to the total num-
ber of cell cycles k. To keep the arguments as simple as possible,
we start by assuming that all progenitor cells divide according

15224 | www.pnas.org/cgi/doi/10.1073/pnas.1916665117

to the average cell cycle time across embryogenesis as illus-
trated in Fig. 2L (SI Appendix, Table S3). For 9 d of devel-
opment, from the beginning of day E10.5 to the end of day
E18.5, E=[10.5,11.5,12.5,13.5,14.5,15.5,16.5, 17.5, 18.5] d of
embryonic development, and the average time of one cell divi-
sion time (in hours, h) on each day is h=[11.6,11.6,11.7,
13.5,18.8,19.6,19.6, 19.6, 19.6] (estimated with acutely dissoci-
ated cortical neurons, Fig. 2L). If we divide 24 h/d by h for
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RG, radial glia; bIP, basal intermediate progenitor; Neu, neuron derived from local cortical progenitor. (B) Three cell division modes of NE. A goal of the
present model is estimate the average number of NEs generated by one mother NE at a given developmental stage, termed as the expansion coefficient
(a5 k). (C) Differentiation of NE at a cell division. oy is a quantity determining change in the number of NEs at each division. (D) Cell division mode of RG. An
RG yields two cells, which can be RG, bIP, or neuron. p4 is the probability that, when an RG generates one non-RG cell, it will be a neuron. y; is probability
that, when an RG generates two non-RG cells, either one will be a neuron (i.e., 2, is the expected number of neurons from one RG under this division
mode). The expansion coefficient of RG (o «) is defined in the same way as that of NE. (E) Origin of RGs. Because RGs are derived from NEs and RGs, the
number of RGs after the (k + 1)th cell division (n, 1) is the sum of those from NEs (3;n;s«) and RGs (o, kN, k). Note that 854 =2 — cvg.

each day of development, we can calculate the total number
of cell cycles per day for each day of development. The result
is [2.1,2.1,2.1,1.8,1.3,1.2,1.2,1.2,1.2] cell cycles per day of
embryonic development.

For the theory, however, we need to be able to translate
days of embryonic development into a cumulative number of
cell cycles k£ on each day. If we start counting cell cycles at
E10.5 and subtract 10.5 from each E between 10.5 and 18.5,
we can get embryonic D=F —10.5=[0,1,...,8], and if we
calculate k, the cumulative sum of cell cycles per day, we get
k=10,2.1,4.1,6.1,7.6,8.8,10.0, 11.3, 12.5]. For the 9 d of devel-
opment (D = [0,1,2,3,4,5,6,7,8]), k gives the corresponding
cumulative number of cell cycles which is just over 12 for all of
the embryonic development. We fitted (least squares) a smooth
curve to the relation between D and k, where D and k are treated
as continuous variables, and find that £k =2.21 x D — 0.0836 x
D? and D =0.381 x k +0.0210 x k2. Thus, the smooth polyno-
mial relations between k and D can be used to convert between
these variables.
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Goal for Modeling of NE behavior. Our goal in this section is to
derive an equation that relates the NE expansion coefficient « i,
to the quantities vy, (the fraction of all cells that are neurons after
the kth cell cycle) and s, and si+1 (the fraction of NEs after the
kth and (k + 1)th cell cycles):

o= (2= vi)sr1
Sk

The expansion coefficient «, , for NEs is unknown, but the quan-
tities vk, si, and si41 on the right side of the equation are all
measured in the experiments. Note that the subscript s stands
for “stem cell” because NEs are effectively stem cells for the
developing embryonic cortex we study.

Modeling of NE behavior. First, we establish a mathematical
model for the NEs, which make only NEs and RGs, and thus
are particularly simple. For example, RGs make three cell types:
RGs, bIPs, and neurons. Therefore, we can study the fraction
of NEs present throughout embryonic development in isolation.
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The other progenitors we discuss later follow a straightforward
elaboration of this NE model, as will be seen below.

As shown in Fig. 3B, cells in the NE population have a choice
of three mutually exclusive modes of cell division (expansive = 0,
asymmetric = 1, and symmetric = 2) for each cell division and so
the fractions of cells 6 using each mode for the kthcell division
follow the equation

Oox + 01+ 02 =1.

Suppose that n, i is the number of NEs present after the kth cell
cycle of the population, where k is the number of cell cycle steps
the NE cell population has taken (one cell division per step, on
average). Then, as shown in Fig. 3C, the number of NEs present
after the (k + 1)th cell division is

Ns,k+1 = Qs kNs k-

Here the expansion coefficient « i, (the subscript s indicates the
expansion coefficient for NEs; other subscripts will be used for
the expansion coefficient for other progenitor types) is given
by s,k =200,x + 01,,. This expansion coefficient i gives the
average number of daughter cells from one mother cell that are
identical to the mother cell type (NE).

The term 6y j, is the fraction of NEs at step k that divide expan-
sively (0 daughters different from the mother) to replace the
mother cell with two new NEs, and the term 6, j is the fraction of
NEs that divide asymmetrically to generate one NE and one RG.
As the experimental data available will be the fraction of cells of
a type present in a region of the developing cortex rather than
the absolute number of cells of that type, we define the fraction
of NEs present in the population as

_ Ns,k

Sk = Nk )

where Ny is the total number cells present after the kth cell divi-
sion (see Total number of cells Ny, after kth cell cycle above), and
si is the fraction of cells present that are NEs. The relation-
ship between Nji+1 and Nj given above is Nyi1 = (2 — vg) Ni
(Fig. 34), where vy, is the fraction of all cells present after the
kth cell division that are neurons (a measured quantity). Divid-
ing the equation n,, ;1 = s,k s,k bY this equation, we obtain the
evolution equation for the measured fraction

Qg =
—_—~
Sesr = (200, + 01,1) sk _ QukSk 1
2— g 2— 1

Cell cycle length of total progenitors
estimated by sections

Cell cycle length of total progenitors
estimated by dissociated cells

The NE expansion coefficient (26 + 61,x) is unknown, but
everything else in this equation is known. This means that the
evolution equation can be rearranged to solve for the unknown
quantity (the NE expansion coefficient o)

(2 — I/k)sk_H

Qg | = s
k

A plot of a1, as a function of the number of cell cycles k reveals
that o . starts at E10.5 with a value close to 2 (Fig. 44). Because
progenitors are believed to divide in all three modes and to
progress from expansive divisions to asymmetric divisions, mod-
eling NE cell behavior is equivalent to making a model for o .
Because the fraction of NEs decreases steadily throughout devel-
opment, s, starts at close to 2 and then decreases steadily
(Fig. 10).

The simplest theory is to have the developing cortex progress
through states according to the scheme

0% 1% 9

where 6; ;. is the fraction of cells with division mode j at cell divi-
sion k. For j =0, 0y, gives the probability that a dividing cell
will do so expansively. Similarly, 6; , would be the probability
of dividing asymmetrically. These probabilities are modeled as
being governed by the evolution equations

00,k+1=(1— ax)bo,k
01,611 = (1 — ax)01,k + arbo .

These equations, together with the requirement that 6o +
01,5+ 02, =1, mean that the system is determined if a; is
known. The transition probabilities a; in the evolution equa-
tions for 6;, must range between 0 and 1 and must increase
from near 0 at early ages (to give a value of as r =200k + 01,%
that is close to 2) to make «,j less than 1 at E14.5. The same
transition probabilities are used for both steps, and the simplest
two-parameter function (one parameter to set the rate of change
with k and a second parameter to set the half-rise time point) that
has the right quantitative properties is a Gaussian distribution
function. This model fits the measured data well so that just two
parameters are needed to give as,x, and no additional parame-
ters except initial values are needed to generate s, which is the
observed value.

In summary, once we have measured cell cycle length and the
fraction of each cell type, we can deduce in vivo kinetics (o k,
the expansion coefficient of NEs) to determine whether NEs

Cell cycle length of each progenitor
type estimated by dissociated cells
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$.1  te 1 T2 |
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Fig. 4. Developmental kinetics of expansion coefficients of NEs and RGs. Shown are expansion coefficients of NEs (asy, red circles); RGs estimated from
the fraction of NEs, RGs, and bIPs/neurons (o, green circles); and RGs estimated from the fraction of RGs, bIPs, and neurons («,«, blue cross). To estimate
expansion coefficients, cell fractions as a function of embryonic stage (Fig. 1U) are converted into a function of cell division number. Compared in A-C are
results of three different conversion methods. A and B use average cell cycle length of the entire progenitor population measured with cortical sections (Fig.
2K) and dissociated cortical neurons (Fig. 2L), respectively. Progenitor type-specific cell cycle lengths (Fig. 2M) are employed for C. All results shown in the
plots fulfill the estimation robustness criteria (Materials and Methods), being less influenced by noise in experimental data. Expansion coefficients of NEs

and RGs follow virtually identical trajectories during the corticogenesis.
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undergo self-renewal or generate differentiated cells on average
at the kth cell division.

Goal for Modeling of RG behavior by the fractions of NEs and
RGs. In the next section, we derive the equation for the radial
glia expansion coefficient «, i, (note the subscript r on the expan-
sion coefficient for radial glia; for the NEs, this subscript is s), as
related to the fraction of cells that are neurons (v), the fraction
that are radial glia () after the kth cell cycle, and the fraction
that are RGs (r1+1) and the fraction that are NEs (sy41) after
the (k + 1)th cell cycle:

(2 =) (41 + sp41) — 28
Tk

Qp | =

The RGs expansion coefficient «, j is unknown, but all of the
quantities on the right have measured values.

Modeling of RG behavior by the fractions of NEs and RGs. RGs
are generated by NEs and by RGs themselves (Fig. 3E), and
RGs also subsequently generate three different cell types, includ-
ing neurons, alPs/bIPs, and bRG/oRGs. We used an approach
to estimate «,  that depends on modifications to the equations
above. The strategy is to account for the generation of RGs
by RGs themselves and by NEs. As alPs and bRG/oRGs share
the histochemical markers measured empirically with RGs, we
treat them as subpopulations with the overall population of RGs
(15, 16).

First, we solve for «, j from the fraction of NEs and RGs,
both measured quantities. RGs are the major, if not only, cell
type produced by NEs, and RGs could in turn divide expan-
sively, asymmetrically, or symmetrically to produce both neurons
and bIPs. RGs could be further differentiated into alPs and
bRG/oRGs. The evolution equation for 7541, the fraction of all
cells that are RGs after the kth cell cycle, is

RO SRG NE—RG

—_— —~

o + Bsksk
Tk+1 = W [2]

Bs,k 1s the average number of daughter cells from one mother
cell that are different from the mother cell type and given by
Bs,k =202 + 01,5. This equation is derived starting from the
equation for the number of RGs in the same way as the NE equa-
tion above (Eq. 1). If the evolution equations for RGs (Eq. 2) and
NEs (Eq. 1) are added, and if the sum of fractions for RGs and
NESs (tr+1 = rk+1 + Sk+1) is used, the equation that results is

O 1 TE + 28k
tk+1:(rk+1+5k+1):%- [3]
—

This result is gotten by noting that a i + Bs,x =2 (i.e., two new
cells of some type result from one dividing cell at each cell divi-
sion) and by recognizing that si+1 = as,k5k/(2 — vi). Solve Eq.

3 for a, j to give

S (2—vi)tiys — 28k _ (2= k) (Thga + Skg1) — 28k

r.k ™ ™ .

Goal for Modeling of RG behavior by the fractions of bIP cells
and neurons. In the this section, we calculate the RG expansion
coefficient «,; through another approach, from the fraction of
RGs, blPs, and neurons after the kth cell cycle (%, px, and vy,
respectively).

We derive the equation

(2 =) (Vkt1 + pr+1) — ve — 2

Ay | = 2—
Tk

The RGs expansion coefficient o, is unknown, but all of the
quantities on the right have measured values.
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Modeling of RG behavior by the fractions of bIP cells and neurons.
In this model, bIPs and neurons are considered together (541 =
vk, + pi) to circumvent some complications. Because RGs gen-
erate both neurons and bIPs, we need to know what fraction of
each division mode gives rise to each type. That is, for example, if
an RG cell divides symmetrically, what fraction of the time does
this division give a pair of neurons, and what fraction does it give
a pair of bIPs? Note that asymmetric division could give one neu-
ron and one bIP, so the fractions just specified are averages and
do not necessarily apply to any specific division.

To model RG behavior that generates two different progenies,
we introduced an additional parameter in the model. We denote
12 as the probability that, when an RG yields two non-RG cells,
both will be neurons, and p; as the probability that, when an RG
yields one non-RG cell, it will be a neuron (Fig. 3D). Note that
we assume, for simplicity, that these quantities do not depend
on k, although they could in principle. With this notation, the
evolution equations for bIPs (p;) and neurons (v;;) are

apkpr+ (21— p2)d2k + (1L — p1) 1 k) s
2— Vi

[4]

Pk+1 =

and
Vi + Bpkpr + (2padar + p1¢1,k) e
2—

Vi1 = ; [5]
where ¢1 1, and ¢ 1, are probabilities that RGs yield one and two
non-RG cells, respectively, at the kth cell division (Fig. 3D). Of
note, the average number of non-RG cells from one RG (8,x) is
Brk =2¢2,k + 1,k

Here is how these equations can be used to give another
estimate for the quantity of the expansion coefficient «,  for
RGs. Simplifying this situation depends on recognizing that RGs
produce just two cell types, neurons and bIPs.

If we define #,41 = v41 + pr+1 to be the total fraction of neu-
rons and bIPs after the kth division, then adding the two Eqs. 4
and 5 above gives

- Ve 2pe A+ Brmk
Vil t P =1 = —( .

2— 143
This result depends on the definition of #; and on recognizing
that o,k + B, =2 (the total cells produced per division must
be two):

(21 = p2) 2k + (1 — p1)d1k) + (2u2¢2.k + p1¢1,%)
=2¢2,k + O1,k = Br k-

From experiment, tii1, vk, and pp are known, so the average
number of non-RG cells produced per cell divisions of an RG
cell is B
(2= w) ey — v — 2p
ﬂT,k - )

Tk

where all quantities on the right are experimental values.
Because a,,; =2 — (3,1, the measured numbers of neurons and
bIPs give a second way to estimate o, j:

(2 — vi) b1 — vk — 21

ar,k:2_ﬁ7‘,k:2_ r
k

Modeling of bIP behavior by the fractions of RG and bIP. Finally,
we ask whether the expansion coefficient for bIPs («, 1) can be
derived in the same way as a, and o, . Eq. 4 can be solved for
oy, as follows:

2= w)prr = 20 = p2)d2p + (1 = p1)dri)re
i

Qp k=

PNAS | June30,2020 | vol. 117 | no.26 | 15227

NEUROSCIENCE



The equation indicates that, in addition to the fraction of the
cells, a1 depends on the probabilities concerning RG differ-
entiation (p1, p2, ¢1,k, @2,k Fig. 3D). Therefore, to estimate
o, i, additional experiments to determine these probabilities are
necessary.

The expansion coefficients of NEs and RGs follow an identical
trajectory. To estimate expansion coefficients, we first assumed
that all of the progenitor types share an identical cell cycle length
for simplicity. This assumption enabled the direct application
of the aforementioned model of NE/RG behaviors. Before esti-
mating expansion coefficients, the time axis of the cell fraction
data was converted from the embryonic stage to cell division
number, using the average cell cycle length of the entire pro-
genitor population. Cell division number was converted back to
the embryonic stage after expansion coefficients were estimated
(Fig. 4). A practical challenge in expansion coefficient estima-
tion was controlling errors due to experimental noise. Expansion
coefficients we report below robustly converged to consistent val-
ues even with mild fluctuations in the cell fraction data (Materials
and Methods).

To our surprise, we found that the expansion coefficients of
NEs and RGs (as,k, ar,;) follow the same trajectory (Fig. 4 4
and B). The robustness of the estimation of .. for RGs was
confirmed by consistent results from two estimation methods;
one depended on the fractions of NEs and RGs and the other
on those of RGs, bIPs, and neurons. These data indicate that
the NEs and RGs in developing mouse cortex produce the same
average number of like daughters per mother division, suggest-
ing common mechanisms underlying the control of self-renewing
and differentiation of the two distinct cortical progenitors.

We further examined the expansion coefficients of NEs and
RGs with consideration of cell cycle length of each cortical pro-
genitor type (Fig. 2M) (14). To accommodate the progenitor
subtype-specific cell cycle length in the model, we evolved the
original model such that expansion coefficients were estimated
per a fixed short time interval (A¢) in which cell cycle lengths
of all of the progenitor types can be regarded as constants (S/
Appendix, section 5). Even incorporating the progenitor-specific
cell cycle length in the model, we found that the expansion
coefficients of NEs and RGs (o, and «, 1) followed virtually
identical kinetics (Fig. 4C, At = 5 h).

These quantitative data argue that a potential common mech-
anism may play a role in regulating self-renewal potential across
the distinct progenitor types in the developing mouse cortex.
While the molecular mechanisms coordinating the differentia-
tion kinetics of NEs and RGs are unknown, a number of known
proliferation/differentiation cues such as Notch, Igf, Fgfs, Wnts,
Bmps, and retinoic acids may play a role (17, 18).

Mouse is a lissencephalic species in which the brain surface is
smooth, while the brains of higher mammals including humans
are gyrencephalic where the oRGs are highly expandable and
contribute to the expansion of the surface area (3, 4). How
then is the progenitor differentiation in the gyrencephalic cortex
coordinated to generate a larger neuronal population?

There are at least three ways that changes in the kinetics could
lead to an increase in the absolute number of neurons in the
brain. Classically, a time lag before the onset of neurogenesis
is thought to account for the brain size differences (19). If that
is the case, we expect the kinetics of NEs and RGs in species
with larger brains would be almost the same as those for mouse
but with a delayed onset for the decreasing phase of the expan-
sion coefficient. Alternatively, if the emergence of o0RGs with
dedicated symmetric division explains the evolutionary increase
in brain size, the kinetics of the expansion coefficient for RGs
would be delayed more than those for NEs. On the other hand,
we might find the expansion coefficient for both NEs and RGs
has the same values through development (as it does for mouse)
but is stretched out in time for animals with larger brains. In
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this case, if the expansion coefficient as a function of time has
the same mathematical form, then we would have identified a
general principle for controlling the brain size. If this were the
case, the mechanism could be understood through the molecular
mechanisms that describe the expansion coefficient.

Applying our model to human brain development is partic-
ularly intriguing. While direct measurement of the cell cycle
length during human brain development is not technically feasi-
ble, employing the modeled cell cycle length (20) and measured
dissociated cell fractions of the developing human cortex will
allow us to apply our model to human cortical development. In
this study, we employed established markers to distinguish cell
types in a dissociated cell preparation, because not all mark-
ers have a nuclear localization signal, and cell types cannot be
counted on sections. Identifying nuclear-localized markers would
enable applying our approach to species that are available only
in limited numbers.

Another noteworthy feature of our model is that this model is
not limited to brain development but applicable to other devel-
oping tissues if they start with a stem cell population which is
differentiated into further restricted progenitors and terminally
differentiated cells. Exploring kinetics of stem/progenitor differ-
entiation in various tissues may reveal a universal rule regulating
stem cell behavior in tissues.

Materials and Methods

Animals. All animal experiments were done in accordance with Institutional
Animal Care and Use Committee animal protocols at the Salk Institute and
the Home Office project license at King's College London. Institute for
Cancer Research (ICR) wild-type females were mated with ICR males
to obtain embryos. The day of insemination and the day of birth are
designated as E0.5 and postnatal day 0 (P0), respectively.

Preparation of Acute Dissociated Cortical Cells and Cortical Sections.
Dissociated cells were prepared as described previously (21). Briefly,
dissected cortices were incubated for 5 to 15 min in 0.25% trypsin-
ethylenediaminetetraacetic acid (EDTA)- Hank’s balanced salt solution
(HBSS) with 5% glucose at 37°C followed by mechanical dissociation by
pipetting. The enzymatic reaction was stopped by adding trypsin inhibitor.
A total of 0.5 x 10° cells were seeded into 24-well plates with poly-D-
lysine—coated coverslips and centrifuged at 300 x g. Cells attached to the
coverslips were immediately fixed with 4% ice-cold paraformaldehyde (PFA)
in phosphate-buffered saline (PBS) for 30 min and washed three times
with PBS.

Embryonic brains were fixed for 1 h in ice-cold 4% PFA/PBS, cryopro-
tected in 25% sucrose in PBS overnight, cut at 20 um, and processed for
immunostaining as described previously (21, 22).

Immunohistochemistry. Dissociated cells on the coverslips were subjected to
antigen retrieval to enhance the immunoreactivity of antigens. Coverslips
were boiled for 20 min in Antigen Unmasking Solutions (Low pH; Vec-
tor Laboratories) and then cooled down to room temperature. Cells were
incubated in 4% bovine serum albumin/PBS for 1 h, followed by overnight
incubation with primary antibodies and subsequently with secondary anti-
bodies to visualize the signal. The primary antibodies used in this study are
as follows: Anti-BrdU (rat, 1/500; Accurate), anti-ldU/BrdU (mouse clone B44,
1/500; BD), anti-activated Caspase-3 (rabbit, 1/500; Cell Signaling), anti-GFAP
(Chicken, 1/1,000; Merck Millipore), anti-Tbr2 (rabbit, 1/500; Merck Milli-
pore), anti-Nestin (mouse, 1/500; BD), anti-Glast (guinea pig, 1/2,000; Merck
Millipore), anti-Blbp (rabbit, 1/500; Merck Millipore), Tujl (mouse mono-
clonal, 1/500; Merck Millipore), and anti-Map2 (rabbit, 1/500; Abcam). Nuclei
were counterstained with DAPI.

Cell Cycle Measurements of Cortical Progenitors. Cell cycle lengths were
determined by the double labeling of BrdU and IdU (15). Pregnant CD-1
females at the embryonic days indicated received thymidine analogues of
2 mg of I1dU (0.2 mL of 10 mg/mL solution in 0.9% saline) intraperitoneally,
followed by the same amount of BrdU 1.5 h later. We injected BrdU with a
0.5-h interval for E10.5 embryos. Animals are euthanized after 0.5 h of BrdU
injection and embryonic heads are immediately fixed in 4% PFA in PBS. The
sequential double labeling of IdU and BrdU allows us to determine the total
cell cycle length (T¢) as follows.
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Let L be the number of cells labeled by IdU but not by BrdU. This popu-
lation was in S phase at the time of IdU injection (t = 0), but left S phase by
the time of BrdU injection (t = 1.5). Assuming that the distribution of pro-
genitor cells along the cell cycle phase is constant, we found that the cell
cycle progressed in 1.5 h to 1.5/Tc. Therefore,

L=—"N,, [6]

where Nj is the total number of progenitors at t = 0. Ny can be determined
from the total number of progenitors at the time of euthanizing (N;), which
was experimentally counted by recognizing that an increase in the number
of progenitorsin 2 hiis Ny x 2/T¢. That is,

2
Ny — No = — Np. [71
Tc
Eliminating Ny between Egs. 5 and 6 yields
N,
Tc:1.5T272. [8]

We experimentally measured the ratio of N, to L (N2/L) and determined
Tc using Eqg. 8. For cell type-specific cell cycle length, we targeted our
measurement onto specific cell types which were identified by additional
immunostaining (Blbp and Glast for RGs, Tbr2 for blIPs). For NEs, we focused
on the Nestin-positive cells in the ventricular zone which were neither RGs
nor blPs.

Image Acquisition and Analysis. Dissociated cells were stained by the com-
bination of Nestin/Blbp/Glast, Tuj1/Tbr2, Tuj1/Map2, GFAP, and activated
caspase3 to estimate the fraction of each population. Fluorescent immuno-
staining images of dissociated cells were used for counting by a MatLab-
based counting system. Images were taken from three to seven independent
experiment sets from typically two to three embryos for preparation of dis-
sociated cells. The number of total counted cells per stage ranged from
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about 500 to 5,000, depending on the age and combination of anti-
bodies. Cortical GABAergic neurons migrating from ventral telencephalon
were estimated by counting GFP-positive cells in GAD67 knock-in mice as
published previously (9).

Modeling of Progenitor Behaviors. The model of progenitor expansion
and differentiation (Results and Discussion and SI Appendix, section 5)
was implemented using R (http://www.r-project.org). The analysis scripts
and data used in this study are available at GitHub, https:/github.com/
SetsukoSahara/Expansion_coefficient. Changes of the fractions of the dif-
ferent progenitor types over the embryonic stage were modeled with cubic
polynomial functions. We first assumed that all of the progenitor types share
a cell cycle length, which was measured as the average cell cycle of the entire
progenitor population. By integrating the inverse of the cell cycle length
(i.e., cell division number per hour), the embryonic stage was converted to
cell division number, which was counted from E10.5. Expansion coefficients
were calculated using the recurrence equations described in Results and Dis-
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along the embryonic stage (S/ Appendix, section 5).

To evaluate the robustness of expansion coefficient estimation, we added
a small artificial noise to the cell fraction data and examined how the
noise affected the estimation. Reflecting SE of the experimentally mea-
sured cell fractions (mean 0.014), uniformly distributed random noises
ranging +0.01 were added to modeled cell fraction data before computing
expansion coefficients. The coefficient of variation of expansion coeffi-
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expansion coefficient with the coefficient of variation less than 0.1 as a
robust estimation.
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