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Abstract

Introduction: This article describes different methods for analyzing counts and illustrates their use 
on cigarette and marijuana smoking data.
Methods: The Poisson, zero-inflated Poisson (ZIP), hurdle Poisson (HUP), negative binomial (NB), 
zero-inflated negative binomial (ZINB), and hurdle negative binomial (HUNB) regression models 
are considered. The different approaches are evaluated in terms of the ability to take into account 
zero-inflation (extra zeroes) and overdispersion (variance larger than expected) in count outcomes, 
with emphasis placed on model fit, interpretation, and choosing an appropriate model given the 
nature of the data. The illustrative data example focuses on cigarette and marijuana smoking 
reports from a study on smoking habits among youth e-cigarette users with gender, age, and 
e-cigarette use included as predictors.
Results: Of the 69 subjects available for analysis, 36% and 64% reported smoking no cigarettes 
and no marijuana, respectively, suggesting both outcomes might be zero-inflated. Both outcomes 
were also overdispersed with large positive skew. The ZINB and HUNB models fit the cigarette 
counts best. According to goodness-of-fit statistics, the NB, HUNB, and ZINB models fit the mari-
juana data well, but the ZINB provided better interpretation.
Conclusion: In the absence of zero-inflation, the NB model fits smoking data well, which is typic-
ally overdispersed. In the presence of zero-inflation, the ZINB or HUNB model is recommended 
to account for additional heterogeneity. In addition to model fit and interpretability, choosing 
between a zero-inflated or hurdle model should ultimately depend on the assumptions regarding 
the zeros, study design, and the research question being asked.
Implications: Count outcomes are frequent in tobacco research and often have many zeros 
and exhibit large variance and skew. Analyzing such data based on methods requiring a nor-
mally distributed outcome are inappropriate and will likely produce spurious results. This study 
compares and contrasts appropriate methods for analyzing count data, specifically those with 
an over-abundance of zeros, and illustrates their use on cigarette and marijuana smoking data. 
Recommendations are provided.
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Introduction

In the field of addiction research, outcomes are often represented as 
the count of a particular event. For example, in smoking cessation 
trials, cigarettes smoked per day or the number of smoke-free days 
is frequently of interest. The number of side effects owing to a test 
drug or the number of symptoms related to nicotine withdrawal are 
other examples.

Distributions of counts commonly exhibit overdispersion, where 
the variance is considerably greater than expected under an assumed 
distribution (eg, Poisson). Additionally, count outcomes are often 
zero-inflated, where excessive zeros beyond what would be expected 
under a given probability distribution are observed. Zero counts can 
be generated from one of two separate processes: (1) sampling zeros 
due to sampling variability (eg, a safe drug producing few adverse 
events) or (2) structural zeros, among subjects not at risk for the 
event (eg, smoking frequency among nonsmokers). That is, the event 
might occur for one segment of a population but, necessarily, never 
occur for another. In practice, counts are generally overdispersed 
or zero-inflated and, indeed, commonly both. Because normality 
assumptions are usually violated, standard regression models are 
inappropriate for analyzing counts.

Generalized linear models allow for analyzing non-normal count 
data within a regression framework.1,2 Poisson regression is a popu-
lar choice for modeling counts, but assumes the variance and mean 
of the distribution are equal, which is atypical in practice. The nega-
tive binomial (NB) model includes a dispersion parameter allowing 
for the variance to exceed the mean and is a popular alternative. 
Advances in statistical software have allowed for employing zero-
inflated3 and hurdle4 Poisson and NB regression, which allow for 
modeling zero-generating processes.

A number of recent studies in the field of tobacco and addic-
tion research have utilized count-specific models including NB,5 
zero-inflated Poisson (ZIP),6 and NB hurdle7 regression. Another 
report8 compared some of these methods when analyzing smok-
ing cessation over two time points, while others have contrasted 
some of these methods in other scientific fields.9–14 The purpose 
of this article is to describe, compare and contrast, and provide 
recommendations on available methods for analyzing count out-
comes including Poisson and NB regression and their zero-inflated 
and hurdle counterparts. Each model is illustrated with cigarette 
and marijuana smoking outcome data in young e-cigarette users 
recruited for an experimental study by our group. The current 
report does not test any hypothesis proposed in the parent study. 
Its goal, rather, is to present an overview of each method and illus-
trate their use on cross-sectional smoking data. Considering the 
nature of the data when choosing an appropriate model and inter-
preting effects is also emphasized.

Methods

Subjects and Study Design
Data were obtained from eligible subjects who participated in an 
NIH-funded study entitled, “Flavors and E-cigarette Effects in 
Adolescent Smokers,” performed by our group. Briefly, participants 
were all e-cigarette users, between 16 and 20 years old, and were 
recruited online via Facebook and Craigslist, as well as at local high 
schools and colleges, to participate in a three-session experimental 
study examining the effects of e-cigarettes containing different lev-
els of nicotine and menthol. In the current report, we focused on 
baseline interview data which included daily recording of e-cigarette, 

cigarette, and marijuana use over the past 28 days using the Time 
Line Follow Back.15

Outcomes
For the purpose of illustration, the reported number of cigarettes 
and the number of marijuana joints smoked on the day before study 
intake (1-day back on the Time Line Follow Back) served as count 
outcomes. We also show how these models can be fit to rounded 
average daily counts over the entire 28-day period in Supplement S1.

Predictors
Three predictors were considered: gender (categorical), age (con-
tinuous), and e-cigarette use (continuous). Daily e-cigarette use was 
quantified as the product of the number of times the device was used 
and the average number of puffs for each use. Daily e-cigarette use 
was log-transformed to achieve normality. The choice of predictors 
was guided by both statistical and substantive considerations. From 
a statistical perspective, the relatively small sample size precluded 
testing additional predictors. Substantively, there is a broad litera-
ture concerning youth smoking with respect to gender, age, and 
e-cigarette use.16–19

Models Considered
Poisson Regression
Poisson regression is a widely considered method for analyz-
ing counts. Log of expected (mean) counts is modeled as a linear 
function of predictors, constraining predicted responses to be non-
negative. Estimated coefficients represent the expected change in 
the log of the mean for a one unit change in the corresponding 
predictor. To facilitate interpretation, the inverse of the log link is 
applied by exponentiating model coefficients to estimate rate ratios 
(RR), similar to exponentiating coefficients in logistic regression to 
estimate odds ratios. Poisson regression assumes that the count is 
Poisson distributed, with its mean, μ, equaling its variance—also 
known as equidispersion. However, this assumption is too restrict-
ive as count data are often overdispersed.20 An alternative model is 
the overdispersed Poisson model where a dispersion parameter, k, 
is introduced to the relationship between the mean and variance, 
such that var(y) = kμ. McCullagh and Nelder2 suggested using the 
ratio of deviance or the Pearson chi-square to its associated degrees 
of freedom as an estimate of k. The overdispersed Poisson model 
does not affect parameters and predicted values compared to those 
estimated by Poisson, but appropriately increases standard errors 
by a factor of k when data are overdispersed. Because the disper-
sion parameter is artificial, requiring a quasi-likelihood approach 
for inference without full knowledge of the probability distribution, 
the overdispersed Poisson model is not considered as a competing 
model in this report.

NB Regression
The NB regression model is a favorable alternative to the Poisson 
model when data are overdispersed. Specifically, the NB model 
allows for overdispersion since it has an additional dispersion par-
ameter, k, built in the distribution. Because the variance of the NB 
distribution, μ + k μ2, is also a function of the dispersion param-
eter, the model is less restrictive than the Poisson model. When the 
dispersion parameter converges to zero (ie, k → 0), the NB model 
approaches a Poisson model. Interpretation of regression coefficients 
is the same as in Poisson regression.

http://academic.oup.com/ntr/article-lookup/doi/10.1093/ntr/nty072#supplementary-data
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Zero-Inflated Models
As noted earlier, count data are zero-inflated when extra zeros exist 
above what would be expected under a given probability distribution 
(eg, Poisson, NB). Zero-inflated regression3 was developed to analyze 
such data and assumes the zeros come from two latent sub-classes. 
Specifically, one population consists of observations that might con-
tain zero counts (at risk class) due to sampling while another popu-
lation consists of observations that always contain zeros (not at risk 
class). Conceptually, the ZIP model makes sense when the popula-
tion consists of, say, for example, in a smoking study, nonsmokers 
(no risk) and smokers (at risk), some of whom may produce zeros 
cigarette counts due to sampling—for example, smokers trying to 
quit. The model typically uses logistic regression (logit link) to dis-
criminate between structural always zeros versus sampling zeros and 
positive counts; other link functions could also be used (eg, probit, 
complementary log-log). A count model (eg, Poisson, NB) is simul-
taneously used to model the counts among observations that might 
contain zeros. Predictors used in each model are not constrained to 
be the same, adding a level of flexibility. Odds ratios (OR) and rate 
ratios can be estimated from the logistic and count portions of the 
model, respectively.

Hurdle Models
While both structural and sampling zeros are modeled simultan-
eously in the zero-inflated model, the hurdle model4 posits the entire 
population is at risk for the event under study and that all zeros 
are generated from a single structural process. Specifically, logistic 
regression is first used to discriminate zero counts from nonzero 
counts. Conditioned on crossing the nonzero “hurdle,” the remaining 
positive counts are then modeled using a truncated (at zero) prob-
ability distribution (eg, truncated Poisson or truncated NB). Like 
zero-inflated models, predictors of choice are used in each model 
component. Conceptually, the hurdle model makes sense when the 
entire population is at risk for an event (eg, the number of nonsmok-
ing days among smokers).

Longitudinal Analyses of Daily Cigarette Use
Longitudinal analyses of daily cigarette use were also performed 
using generalized estimating equation analysis, and generalized lin-
ear mixed models with random intercepts only. Details of these mod-
els are described in Supplement S2.

Statistical Methods
Cigarette and marijuana counts were modeled as a function of 
gender, age, and e-cigarette use using Poisson, NB, ZIP, zero-
inflated NB (ZINB), hurdle Poisson (HUP), and hurdle NB 
(HUNB) regression. The same predictors were included in the 
logit and count components of the zero-inflated and hurdle mod-
els. Exponentiated coefficients and 95% confidence intervals were 
estimated for each model. Model fit was assessed using the Akaike 
information criterion (AIC), the Schwartz-Bayesian information 
criterion (BIC), and −2 log-likelihood statistics where for each, 
smaller values indicate better fit. Models were tested pair-wise 
for equivalence using the likelihood ratio-based Vuong21 test, 
which produces a z-statistic where a value >1.96 supports the 
alternative that the first model fits the data better and a value 
<−1.96 indicates the second model fits better. Data were analyzed 
using PROC FMM in SAS, version 9.4 (SAS Institute, Inc., Cary, 
NC). The SAS code for the different models is included in the 
Supplementary Appendix.

Results

A total of 69 subjects were available for analysis. Subjects were 
40% female and between 16 and 20  years old (average ± stand-
ard deviation  =  18.5  ±  0.95). Among respondents, 36% reported 
zero cigarettes smoked while 64% reported zero marijuana use on 
the day before intake suggesting each outcome may contain excess 
zeros. Distributions for both cigarettes (average ± standard devi-
ation = 4.8 ± 6.5) and marijuana joints (average ± standard devi-
ation = 1.4 ± 3.4) exhibited high positive skew with each variance 
exceeding its mean by a factor of ~8.5, suggesting each outcome is 
overdispersed relative to the Poisson distribution.

Cigarette Smoking Results
For each model, predicted probabilities superimposed on the 
observed distribution of cigarette frequencies are shown in Figure 1. 
The Poisson model grossly underestimated the observed zeros (1% 
vs. observed 36%) and overestimated observed frequencies between 
two and seven cigarettes. The NB model predicted the zeros bet-
ter (31% vs. 36%), but also overestimated relatively few cigarettes. 
By contrast, the ZIP, HUP, ZINB, and HUNB models all perfectly 
predicted no smoking. As shown in Figure 1, the ZIP mirrored the 
performance of the HUP, and the ZINB was nearly indistinguishable 
from HUNB. The ZINB and HUNB models matched the observed 
data more closely than their Poisson counterparts.

Rate ratios (count component), odds ratios (logistic component), 
and corresponding 95% confidence limits for each model predicting 
smoking are shown in Table  1. Estimated dispersion (k) for each 
NB model along with fit statistics and Vuong’s tests are also shown. 
Each effect was significant in the Poisson model, but the model had 
the poorest fit according to the AIC and BIC and was statistically 
inferior to all models (all Vuong, p < .01). While the NB model esti-
mated significant dispersion (k = 1.9, p < .0001), null effects were 
observed for each predictor. After accounting for excess zeros, null 
effects were observed for each predictor in the count components 
of the ZIP and HUP and, according to fit statistics, had inferior fits 
compared to the NB. Significant dispersion, although reduced com-
pared to NB (0.54 vs. 1.9), persisted in the count components of 
the ZINB and HUNB. After accounting for both zero-inflation and 
significant dispersion, the ZINB and HUNB models fit the data best 

Figure 1. Observed versus predicted cigarette use reported on the day just 
before study intake. NB  =  negative binomial; ZIP  =  zero-inflated Poisson; 
HUP = hurdle Poisson; ZINB = zero-inflated negative binomial; HUNB = hurdle 
negative binomial; cigarettes use was truncated at 20 for clarity. Not shown: 
a single endorsement of 40 cigarettes. Note: ZIP and ZINB are modeling 
structural and sampling zeros.

http://academic.oup.com/ntr/article-lookup/doi/10.1093/ntr/nty072#supplementary-data
http://academic.oup.com/ntr/article-lookup/doi/10.1093/ntr/nty072#supplementary-data
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per fit statistics and were marginally superior to their ZIP and HUP 
(both Vuong tests, p < .11) counterparts. Therefore, both ZINB and 
HUNB were chosen as candidate models for interpretation.

Interpretation between the ZINB and HUNB are similar but with 
an important distinction, particularly with respect to the logit com-
ponent. Estimates from the HUNB logit suggests increased age is sig-
nificantly associated with smoking zero cigarettes (OR = 2.34, 95% 
confidence interval [CI]: 1.17% to 4.68%), whereas the ZINB logit 
model suggests age is positively associated with being a structural 
zero—that is, belonging to the risk-free (nonsmokers) latent class 
(OR = 2.78, 95% CI: 1.14% to 6.79%). Predictors in the count com-
ponents from both models were not statistically significant.

Marijuana Smoking Results
Predicted probabilities and observed frequencies are depicted in 
Figure 2. The Poisson underestimated zeros in the data and overes-
timated use between 1 and 4 joints. Performance of ZIP, ZINB, and 
HUP coincided, each perfectly predicting zeros while underestimat-
ing a single joint and overestimating 2–4 joints. Predictions based on 
the NB and HUNB models were indistinguishable and appeared to 
reflect the observed data best.

Results of the models predicting marijuana use are shown in 
Table 2. The Poisson had the poorest fit as indicated by the larg-
est AIC and BIC values and was inferior to all models (Vuong, all  
p < .001). Based on fit statistics and Vuong tests, the NB, ZINB, and 
HUNB were candidates for interpretation. The significant dispersion 
was estimated in the NB model. Estimates from both the count and 
logit components of the ZINB and HUNB suggest e-cigarette use 
was associated with marijuana use. From the ZINB count compo-
nent, for example, increased e-cigarette use was positively associ-
ated with intensity of use (RR = 1.41, 95% CI: 1.13% to 1.76%) 
in the at-risk latent class and, conversely, associated with increased 
odds of belonging to the risk-free (nonmarijuana user) latent class 
(OR = 2.14, 95% CI: 1.11% to 4.14%). Similar effects of e-ciga-
rettes were observed in each component of the HUNB, while the 
effect of e-cigarettes was null in the NB (RR = 1.13, 95% CI: 0.84% 
to 1.51%). The female gender effect in the NB (RR = 0.25, 95% 
CI: 0.08% to 0.78%) appeared spread across both model compo-
nents of the HUNB: a nonsignificant gender effect was observed 
in the HUNB count component (RR  =  0.46, 95% CI: 0.13% to 

1.66%), but a borderline trend (p = .10) effect was observed in the 
logit (OR = 2.68, 95% CI: 0.83% to 8.67%), suggesting females are 
more likely to avoid marijuana altogether. Likewise, increasing age 
was associated with diminished use (RR = 0.52, 95% CI: 0.26% to 
1.02%) in the NB model, while the HUNB model suggested distin-
guished age users from nonusers (OR = 1.84, 95% CI: 0.98% to 
3.47%) but was not associated with intensity of use among those 
that smoke the drug (RR = 0.96, 95% CI: 0.45% to 2.05%).

Discussion

We compared and contrasted six different count models for ana-
lyzing cigarette and marijuana count data: Poisson, NB, ZIP, ZUP, 
HUP, and HUNB. The observed distributions shown in Figures  1 
and 2 clearly indicate the outcomes were not normally distributed. 
With each variance exceeding its mean by a factor of 8.5 and not-
able clumping of zero counts, both outcomes were overdispersed 
and likely zero-inflated. While Poisson regression is often used as 
a baseline model for counts, in practice most count outcomes are 
overdispersed relative to the Poisson distribution, even when con-
sidering only positive counts.22 Ignoring overdispersion could lead 
to dramatically smaller standard errors and false positive results.20 
For these reasons, and because as the NB dispersion parameter (k) 
converges to zero the model approaches the Poisson, we recommend 
avoiding Poisson regression in most practical cases and advocate for 
using NB regression as a baseline model for count data, even when 
the data contain many zeros.

With the inclusion of a dispersion parameter, the NB model has 
more flexibility to capture additional variability and therefore fit 
the highly variable cigarette data better than the Poisson. However, 
the model underestimated zeros in the data, suggesting a model 
appropriate for zero-inflated data may be indicated. As shown in 
Figure 1, both the ZIP and HUP perfectly predicted the zero counts. 
However, dispersion parameters from the ZINB and HUNB were 
significant, suggesting the equidispersion assumption in the count 
portions of ZIP and HUP was violated. Therefore, after considering 
both the zero counts and the enduring overdispersion, the ZINB and 
HUNB fit the data best according to the AIC and BIC and trend-level 
Vuong tests.

For cigarette smoking, choosing between the ZINB and HUNB 
should ultimately depend on the assumptions regarding the zeros. 
In the current study, smoking status was ascertained from the Time 
Line Follow Back (ie, no smoking status variable per se) so the 
nature of the zeros was unknown. From one perspective, research-
ers might consider subjects not smoking on a daily basis as, osten-
sibly, nonsmokers. In this case, it’s reasonable to report covariate 
effects on the odds of being a nonsmoker and their effects on smok-
ing intensity among subjects that do smoke from the HUNB model. 
However, a researcher might consider consistent daily cigarette 
use as too stringent in determining smoking status. From this per-
spective, the observed zeros might emanate from both nonsmokers 
(structural zeros) and smokers who chose not to smoke that par-
ticular day (sampling zeros). In this case, reporting results from the 
ZINB model makes better conceptual sense.

The NB model accurately estimated zero marijuana use with fit 
statistics commensurate to those from the ZINB and ZUNB models. 
This finding reinforces the notion that count data with many zeros 
don’t necessarily require a zero-inflated or hurdle-type model, as Xie 
et  al.8 point out. However, the ZINB and HUNB results offer an 
alternative interpretation. For example, a nonsignificant effect for 

Figure 2. Observed versus predicted marijuana use reported on the day just 
before study intake. NB  =  negative binomial; ZIP  =  zero-inflated Poisson; 
HUP = hurdle Poisson; HUNB = hurdle negative binomial; marijuana use was 
truncated at 12 for clarity. Not shown: a single endorsement for 21 marijuana 
joints. Note: ZIP and ZINB are modeling structural and sampling zeros.
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e-cigarette use was observed in the NB model. In contrast, ZINB 
and HUNB count components show a positive association between 
e-cigarettes and marijuana. At the same time, odds ratios from the 
logits indicate increased e-cigarette use is associated with avoiding 
marijuana (HUNB) or being classified as a nonuser (ZINB). That is, 
e-cigarette use might be protective against marijuana initiation but 
also may reinforce use among those that smoke the drug. It is possi-
ble this is because youth may be using e-cigarettes to vape marijuana 
as has been shown by our earlier work.23 In their analysis of the 
number hospital stays from the 1987 National Medical Expenditure 
Survey, Liu and Cela10 encountered a similar situation where accord-
ing to AIC/BIC criteria an NB model fit their data best, yet a zero-
inflated model provided additional interpretation.

While the NB and HUNB models had a similar fit to the mari-
juana data as shown in Figure 2, the Vuong test indicated the HUNB 
was superior (p = .01). However, the HUNB was statistically equiva-
lent to the ZINB (p =  .34). More importantly, substantive consid-
erations suggest the ZINB model might naturally model the zeros 
better. For example, like the cigarette data, marijuana use was deter-
mined based on counts from a single day. Unlike the cigarette data, 
however, it seems less justified to classify subjects reporting zero use 
on a particular day as nonusers, especially since marijuana users 
don’t necessarily smoke the drug every day and because access to 
marijuana is more restricted compared to cigarettes. Therefore, it is 
reasonable to assume the zeros were generated from both nonusers 
(structural) and from users (sampling) who chose not to smoke (or 
didn’t have access to) marijuana on the day prior to study intake. 
Conceptually, reporting result from the ZINB makes the most sense 
given the assumed latent nature of the zeros.

The considerations discussed above in choosing each final model 
reflect the notion that model selection is, as Rose et  al.9 elegantly 
frames, “often as much art as science.” The “art” relies on qualitative 
assessment of the model in terms of appropriateness and interpreta-
tion. If the researcher chooses to treat all zeros the same, then the 
hurdle model is appropriate, whereas if the researcher believes the 
zeros can result from a mixture of populations, then the zero-inflated 
model is appropriate. The “science” of the selection relies on quanti-
tative attributes such as goodness-of-fit criteria and prediction. In dis-
cussing the importance of distribution choice when analyzing counts, 
Wagner et  al.24 and others25 recommend choosing theoretically 
appropriate distributions based on characteristics of the outcome, 
followed by a comparison of fit statistics and visual confirmation. As 
often the case,9 no quantitative advantage between ZINB and HUNB 
were observed when modeling cigarettes, but based on substantive 
considerations, the HUNB was chosen because it was assumed all 
zeros represented nonsmokers. For the marijuana data, the NB and 
HUNB offered quantitative advantages (ie, better fit), but conceptu-
ally it seemed natural to assume the zeros were derived from two 
subclass populations: those at risk (users) and nonusers.

It is worth reminding that, for the purpose of illustrating the 
application of count models to cross-sectional data, the current 
study considered cigarette and marijuana use drawn from a single 
day. In an effort to aggregate information, total counts and the total 
number of days used over the 28 days were also considered as out-
comes. Unfortunately, the distributions of these outcomes did not 
reflect the count distributions considered in this report. For example, 
a total number of days of use had both floor (at zero) and ceiling (at 
28) effects. The distribution of total counts did not provide a suf-
ficient number of zeros, particularly for cigarette use. Although not a 
count per se, the rounded average daily use was also considered for 
both cigarette and marijuana. The best-fitting models for rounded 

average cigarettes per day yielded results similar to those shown 
above for cigarette use reported on a single day prior and provided 
smooth reflections on the data (Supplement S1). Note that in our 
data example rounded averages had less of a heaping26 problem than 
smoking on a particular day (eg, individuals reported smoking, eg, 
10 cigarettes on a particular day much more frequently than 9 and 
11 cigarettes). Although rounded averages have been modeled as 
counts previously, both in the subject-matter27 and in the statistical 
literature,28 this approach may not be ideal in some situations, espe-
cially when changes over time are expected, and there is substantial 
intra-individual variability. In the current study, however, cigarette 
and marijuana use were reported during the baseline period when 
no systematic change was observed.

While zero-inflated models are attractive for modeling zero-
inflated data, Preisser et  al.29 found that interpretations of these 
models provided in the literature are often imprecise or misleading, 
particularly with respect to the excess zero latent class. An impor-
tant advantage of hurdle models is the straightforward interpreta-
tion of parameter estimates they provide. Hurdle models represent 
a two-part decision-making process common in human behavior.10 
In the context of the present study, one must first make the decision 
to smoke or not smoke (logit portion). Once the decision has been 
made to smoke—that is, the hurdle has been crossed—the quantity 
of use is then modeled in the zero-truncated count component. The 
predictors in each model component, therefore, have a straightfor-
ward interpretation. Zero-inflated model are more complex to fit 
than hurdle models as the logit and count components are fit simul-
taneously.22 In fact, zero-inflated models have been shown through 
simulation studies to be unstable,30 if not unreliable especially in the 
presence of zero-deflation (ie, fewer zeros than expected) at any level 
of a covariate, even for cross-sectional data.31 Unlike zero-inflated 
models, hurdle models are well-suited to handle both zero-inflated 
and zero-deflated outcomes, although this advantage is less rel-
evant in substance use research where data are usually zero-inflated. 
Despite the characteristic advantages of both types of models, 
whether to use a hurdle or zero-inflated model should be ultimately 
guided by the study design, whether the nature of the zeros is known, 
and the question being asked.9,12 Conceptually, a zero-inflated model 
is more appropriate when the zeros can be thought to have been 
generated from a mixture of populations (at risk, not at risk), while a 
hurdle model is more appropriate when the entire population under 
study is at risk for the event, with realization of the event represent-
ing the hurdle having been crossed.32

The models illustrated in this article represent some of the com-
monly used methods for analyzing count data. However, there are 
numerous other models and approaches that can be considered. First, 
one might try normalizing the outcome through transformation (eg, 
log) and then model the outcome using multiple linear regression. 
However, such an approach is futile when data are zero-inflated 
because zero-inflation can’t be corrected by a transformation. 
Through simulations studies, O’Hara and Kotze33 present pitfalls 
associated with this approach and argue strongly against transform-
ing count data, especially given the wide variety of count-specific 
generalized linear models available today. Second, as described pre-
viously, the overdispersed Poisson model can be used to adjust stand-
ard errors by a factor of an estimated dispersion parameter. Third, 
employing a nonparametric approach might provide inferential util-
ity, but such an approach precludes effect size estimation. Min and 
Agresti22 summarize other approaches for analyzing zero-inflated 
count data including methods based on finite mixture models34 and 
those based on the Neyman type A distribution.35

http://academic.oup.com/ntr/article-lookup/doi/10.1093/ntr/nty072#supplementary-data
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Each of the models presented in this report were based on cross-
sectional data. However, each method presented can be extended to 
handle correlated or clustered count data. Although beyond the scope 
of this article, results from longitudinal analyses of daily cigarette use 
applied to the current data are described in detail in Supplement S2.  
The results are substantively similar to those obtained from the cross-
sectional analyses, with higher age being associated with higher probabil-
ity of abstaining from smoking. Methods for analyzing correlated count 
data are discussed extensively in the statistical literature,31,32,36,37 including 
a review and application using SAS software with available code.8

This study has limitations, with the relatively small sample size the 
most glaring. A larger sample size would have allowed for including 
more predictors, perhaps important ones which may have explained 
additional variability. Future research could consider reanalysis using 
a large sample and simulation studies to assess how each model per-
forms under different scenarios, such as varying proportions of zeros in 
the data, different levels of skew, and varying levels of overdispersion 
caused by either zero-inflation, extra variability, or both. Absent rigor-
ous simulation studies, caution should be applied not to generalize our 
model performance results to other data sets. When analyzing alter-
native data sets, all models need to be compared and the best model 
selected based on prespecified statistical and substantive criteria.

The results from the analyses presented here make clear the 
importance of considering both overdispersion and zero-inflation of 
count outcomes. Failure to do so can produce biased effect estimates 
and false positive results. In the absence of zero-inflation, we recom-
mended that the NB model will be of primary consideration when 
analyzing count outcomes, as count outcomes are usually overdis-
persed. In the presence of zero-inflation, a zero-inflated or hurdle 
mode may be more suitable depending on the status of the zeros, 
and the NB version of each is preferred to capture additional over-
dispersion due to heterogeneity. When analyzing count outcomes, 
researchers should carefully examine the distribution of the outcome 
under study, consider all relevant predictors, and ultimately select a 
model based on an appropriate balance between model fit, interpret-
ability, and nature of the zero counts.

Supplementary Material

Supplementary data are available at Nicotine and Tobacco Research 
online.
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