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a b s t r a c t

COVID-19 infection is growing in a rapid rate. Due to unavailability of specific drugs, early detection
of (COVID-19) patients is essential for disease cure and control. There is a vital need to detect the
disease at early stage and instantly quarantine the infected people. Many research have been going on,
however, none of them introduces satisfactory results yet. In spite of its simplicity, K-Nearest Neighbor
(KNN) classifier has proven high flexibility in complex classification problems. However, it can be easily
trapped. In this paper, a new COVID-19 diagnose strategy is introduced, which is called COVID-19
Patients Detection Strategy (CPDS). The novelty of CPDS is concentrated in two contributions. The first
is a new hybrid feature selection Methodology (HFSM), which elects the most informative features
from those extracted from chest Computed Tomography (CT) images for COVID-19 patients and non
COVID-19 peoples. HFSM is a hybrid methodology as it combines evidence from both wrapper and filter
feature selection methods. It consists of two stages, namely; Fast Selection Stage (FS2) and Accurate
Selection Stage (AS2). FS2relies on filter, while AS2 uses Genetic Algorithm (GA) as a wrapper method.
As a hybrid methodology, HFSM elects the significant features for the next detection phase. The second
contribution is an enhanced K-Nearest Neighbor (EKNN) classifier, which avoids the trapping problem
of the traditional KNN by adding solid heuristics in choosing the neighbors of the tested item. EKNN
depends on measuring the degree of both closeness and strength of each neighbor of the tested item,
then elects only the qualified neighbors for classification. Accordingly, EKNN can accurately detect
infected patients with the minimum time penalty based on those significant features selected by HFSM
technique. Extensive experiments have been done considering the proposed detection strategy as well
as recent competitive techniques on the chest CT images. Experimental results have shown that the
proposed detection strategy outperforms recent techniques as it introduces the maximum accuracy
rate.

© 2020 Elsevier B.V. All rights reserved.
1. Introduction

Undoubtedly, new Coronavirus appeared in 2019 (also called
OVID-19) has negatively affected human life all over the world.
t belongs to a family of viruses that usually causes respiratory
ract disease as well as fatal infections such as Severe Acute Res-
iratory Syndrome (SARS) and Middle East Respiratory Syndrome
MERS) [1,2]. Unfortunately, COVID-19, which has not been pre-
iously identified in humans, has the ability to move from the
nimal species to the human population, and then it can rapidly
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spread [3,4]. According to recent studies, it is shown that once
coronavirus begins to spread, it will take less than four weeks
to quash the medical system (e.g., hospital) [3,4]. Hence, early
detection of COVID-19 patients is a vital process to quarantine
the infected people.

Data mining is an effective tool that can be used to predict
medical conditions as well as enabling caregivers to accurately
make medical decisions [5]. It can perform complicated compu-
tational processes such as determining patterns in large dataset,
hence data mining can be successfully applied to detect and
extract meaningful information and patterns for medical classifi-
cation. More precisely, it can be used to accurately detect COVID-
19 infections based on medical datasets [5]. In fact, classification
is one of the data analysis processes that assigns COVID-19 pa-
tients to their corresponding classes [6]. Based on data mining,
there are many classification methods such as; decision tree,
KNN, Bayesian method, artificial neural networks, support vector
machine, etc. [6].

https://doi.org/10.1016/j.knosys.2020.106270
http://www.elsevier.com/locate/knosys
http://www.elsevier.com/locate/knosys
http://crossmark.crossref.org/dialog/?doi=10.1016/j.knosys.2020.106270&domain=pdf
https://help.codeocean.com/en/articles/1120151-code-ocean-s-verification-process-for-computational-reproducibility
https://help.codeocean.com/en/articles/1120151-code-ocean-s-verification-process-for-computational-reproducibility
http://www.elsevier.com/locate/knosys
mailto:warda.mohammed2010@yahoo.com
https://doi.org/10.1016/j.knosys.2020.106270


2 W.M. Shaban, A.H. Rabie, A.I. Saleh et al. / Knowledge-Based Systems 205 (2020) 106270

d
f
e
m
K
d
t
m
o
c
(
c

r
i
o
m
t
c
m
o
c
a
t
t
o
u
t
o
f
f
c
w
s
f

C
r
u
t
t
t
w
e
j
s

a
i
P
D

u
b

KNN proves a high efficiency and excellent capability to solve
ifficult pattern classification problems. Generally, KNN is a use-
ul and rapid technique [7]. Hence, it is desirable to classify and
valuate COVID-19, specifically in the epidemic region to save the
edical professionals’ precious time. However, it can be trapped.
NN trapping may be due to several reasons. Some of them are
ue to the characteristics of KNN itself, while the others are due
o the environment and the classification problem it solves. The
ost effective reasons of KNN trapping are; (i) the existence of
utliers in the training examples, (ii) KNN is a distance based
lassifier as it employs on other heuristic in taking its decision,
iii) its performance is sensitive to the value of K (e.g., there is no
lear rule to decide the optimal value of K).
Due to the seriousness of COVID-19 that results from its

apid spread and the inability to quick and accurate diagnose,
t is important to provide fast and accurate diagnostic meth-
ds to combat the disease in real time. Really, classification
ethods can be used to diagnose COVID-19 patients based on

he extracted features from CT images. Feature extraction pro-
ess should be performed on CT images before using detection
odel. The main objective of feature extraction is to transform
r convert CT image into its set of features that help the classifi-
ation technique to make correct decisions [8,9]. Recently, there
re various methods employed for feature extraction such as;
exture features, co-occurrence matrix, Gabor features, wavelet
ransform based features, etc. [10,11]. In fact, Gray Level Co-
ccurrence Matrix (GLCM) is the most widely and robust way
sed for image analysis applications that describes the image
exture [12]. The extracted features may contain many irrelevant
r redundant features, thus, eliminating those non-informative
eatures is a vital process before starting to learn the classi-
ication model. Selecting the meaningful features enables the
lassification method to accurately classify COVID-19 patients
ith the minimum time penalty. There are numerous feature
election approaches grouped to three basic classes, which are;
ilter, wrapper, and hybrid approach [13–15].

Genetic Algorithm (GA) is a search heuristic that is inspired by
harles Darwin’s theory of natural evolution [16]. This algorithm
eflects the process of natural selection where the fittest individ-
als are selected for reproduction in order to produce offspring of
he next generation. GA has several advantages as an optimization
echnique such as; (i) it can find fit solutions in a very less
ime, (ii) the random mutation guarantees to some extent that
e see a wide range of solutions, and (iii) GA coding is quite
asy compared with other algorithms which perform the same
ob. Hence, GA can be successfully applied as a wrapper feature
election method.
The originality of this paper is concentrated in introducing
new COVID-19 Patients Detection Strategy (CPDS) to detect

nfected patients. CPDS consists of two phases, which are; (i) Data
re-processing Phase (DP2) and (ii) Patient Detection Phase (PDP).
uring DP2, the historical data of COVID-19 patients is collected,

and then represented in a suitable form for the diagnostic model.
Two main processes are performed in DP2 to accomplish such
aims, which are; feature extraction and feature selection. Both
processes are performed using data mining techniques to build
an informative pattern of data for the next phase (e.g., PDP).
Feature extraction is performed by using GLCM method to extract
set of features from CT images, and then the effective features
are selected from those extracted features by using a proposed
Hybrid Feature Selection Methodology (HFSM). HFSM combines
both filter and wrapper approaches, in which it composes of
two stages, namely; Fast Selection Stage (FS2), which relies on
several filter methods and Accurate Selection Stage (AS2), which
ses using GA as a wrapper method. HFSM aims to utilize the

enefits of both filter and wrapper methods for overcoming their
drawbacks. In fact, filter methods can provide fast selection, but
it lack high fidelity as; (i) it ignores feature dependencies and (ii)
the selection needs to be performed only once.

To compensate filter methods faults, wrapper methods such
as GA can provide accurate selection as it considers feature de-
pendencies as well as the interaction with the used classifier.
However, but it cannot provide fast selection compared with filter
methods. Consequently, HFSM can select the most informative
subset of features as; (i) it can provide fast selection by using filter
methods, (ii) it can provide accurate selection by using wrapper
method, and (iii) it takes in the consideration the feature depen-
dencies and the interaction with the classifier. On the other hand,
during the second phase (e.g., PDP), fast and accurate detection
of COVID-19 patients based on the selected features is provided
by the proposed Enhanced KNN (EKNN) classifier. Like traditional
KNN, EKNN considers the K nearest neighbors to the tested item
in the feature space. However, those neighbors will have different
votes according to the degree of closeness to the tested item
as well as the degree of the neighbor membership to its class,
which is called Item Strength (IS). The more the closeness and
the strength of the neighbor, the more the importance of its
vote. In fact, EKNN involves the benefits of the classical KNN and
overcomes its problems in which; (i) EKNN is a simple, easy to
be implemented, and straightforward and (ii) it overcomes the
drawbacks of the traditional KNN as it uses solid heuristics for
choosing the involved neighbors for classifying the tested case.
Each of the proposed techniques (e.g., HFSM and EKNN) has been
evaluated through excessive experiments. Experimental results
have shown that the proposed CPDS strategy outperforms recent
ones in which it introduces the best detection accuracy with the
minimum time penalty.

This paper is organized as follows; Section 2 describes a prob-
lem definition about COVID-19. Section 3 discusses the K-nearest
neighbors trapping problem. Section 4 provides the previous ef-
forts about COVID-19 patients classification. Section 5 focuses on
the proposed corona patients’ classification strategy. Section 6 de-
picts the experimental results. Finally, conclusions are presented
in Section 7.

2. Problem definition

Once coronavirus was first found in Wuhan, China, it grown at
rapid rate around the whole world [1,4]. By February, the capacity
of hospitals was filled, and ambulances became unavailable due
to the large number of patients. Really, the waiting list to get an
ambulance stretched into the hundreds. Medical practitioners had
not yet gotten a handle on what they were dealing with. Social
distancing measures were not taken until it was too late. Hence, it
is an extremely important to early detect COVID-19 patients due
to unavailability of specific drugs for disease cure and control. A
graphic representation of the rapid spike in infections called the
epidemic curve is shown in Fig. 1.

To describe the outbreak of the novel coronavirus pandemic,
a simple approximate mathematical model can be used to under-
stand how the virus spreads among the population. The suscepti-
ble individuals can be infected through either direct contact with
infectious individuals or indirect contact with an environment
affected by the virus. It is assumed that, at an initial stage of the
COVID-19 epidemic, the proportion of the population with immu-
nity to COVID-19 is negligible. In the first stage of an infectious
epidemic, a small number of infected people begins to transmit
the disease to a large population.

The mathematical model that defines the COVID-19’s problem
is based on four parameters which are; (i) basic reproductive
number (No) that represents the expected number of new in-
fectious cases per infectious case, (ii) case fatality rate (F ) that
r
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Fig. 1. A graphic representation of the rapid spike in infections.
able 1
redicted number of COVID-19 cases using No = 3 and p = 5 days.
Number of incubation
period (t)

Dayt.p Predicted incident cases
(Qt.p)

Predicted total
cases (Q)

0 0 1(= N0
0 ) 1

1 5 3 (= N1
0 ) 4 (=1+3)

2 10 9 (= N2
0 ) 13 (=1+3+9)

3 15 27 (= N3
0 ) 40 (=1+3+9+27)

represents the proportion of cases who die within the symp-
tomatic period, (iii) incubation period (p) that represents the time
from infection to symptom, and (v) duration of disease (x) that
represents the time from symptom to recovery or death. Actually,
to predict the number of COVID-19 cases, only two parameters
are used which are; basic reproductive number (No) and incuba-
ion period (p). Assume that, after one incubation period (p), one
nfectious case produces No new infectious cases. The cumulative
otal number of cases at this time is 1+No. After two incubation
periods (2P), there are No2 cases produced by the previous No
ases. The total number of cases is 1+No+No2. Assuming that the
redicted number of cases on dayt.p is Qt.p, hence, total number
f cases can be expressed by (1).

=

∑
Qt.p (1)

Where Q is the predicted total number of cases, Qt.p the
predicted number of incident cases on dayt.p, and t is the time
expressed in the number of incubation periods. Table 1 illustrates
the application of the model to calculate the predicted number of
COVID-19 cases, using No = 3 and p=5 days.

Additionally, to predict number of COVID-19 deaths, assuming
that after one disease duration x, the cases are removed with
death or recovery. Fr percentage of them die while 1-Fr per-
centage recover. Consequently, the predicted number of deaths
on dayt.p+x and the predicted total number of deaths can be
calculated by (2) and (3).

Mt.p+x = Qt.p ∗ Fr (2)

M =

∑
Mt.p+x (3)

Where Mt.p+x is the predicted number of deaths on dayt.p+x,
M is the predicted total number of deaths, and t is the time
expressed in the number of incubation periods. Table 2 illustrates
the application of the model to calculate the predicted number of
COVID-19 deaths, using No = 3, p=5 days, Fr=10%, and x=14 days.

According to Table 2, cases from day 0 are removed on day 14,
after one disease duration (14 days). The one case from day 0 is
expected to produce 0.1 death (1*10%) and 0.9 recovered people.
Likewise, the three cases from day 5 are expected to produce
on day 19 (after 14 days) 0.3 death and 2.7 recovered people.
The value of x can be determined from patient’s epidemiological
studies. The optimal value of Fr can be determined in a particular
situation, given the optimal values of No, p and x, can be deter-
mined by trying multiple values to see which combination of Fr,
No, p and x produces the predicted total number of COVID-19
deaths that most closely matches the observed total number of
COVID-19 deaths. Finally, it can be concluded from the illustrated
model that COVID-19 can spread very quickly in the absence of
interventions.

3. K-Nearest neighbors trapping problem

The detection of coronavirus (COVID-19) patients is now a
critical task for the medical practitioner as it spreads very quickly
among people and approaches millions of people worldwide.
Accordingly, it is very much essential to quickly identify the
infected people to prevent such exponential virus spread and
also proper treatments for patients can be taken. The k-nearest
neighbors (KNN) is one of the efficient and simplest methods for
item classification [7]. In KNN, training examples are expressed as
points in the feature space in several separate classes. To predict
the label of a new item Ix, initially, it is projected in the problem
feature space. Then, the distances between Ix and the K-nearest
examples are calculated. Then, Ix is classified by a majority vote of
its neighbors. In spite of its simplicity and high efficiency, tradi-
tional KNN can be easily trapped. KNN trapping may take place in
two different situations. The first if when there is no confidence in
the classifier decision. This may happened if the probabilities that
the tested item is targeted several classes are almost the same or
very closed to each other. The second situation of KNN trapping
takes place when the decision of the classifier is to target the
tested item to two or more classes. This occurs when two or more
classes have highest identical contribution (e.g., the same number
of examples) within the K-nearest neighbors of the testing item.

Definition 1 (KNN Trapping).
Given a set of target classes C={cx, cy, . . . . cm}, KNN classifier can

be trapped if there exists a set CT⊆ C in which the classes belong
to CT have identical maximum contribution in the K nearest
examples to the tested item or almost the same contribution.

For illustration, assuming K=9, three target classes (A, B, and
C), and two dimensional feature space, Fig. 2 shows several exam-
ples of KNN trapping. As illustrated in such figure, three different
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Table 2
Predicted number of COVID-19 deaths using No = 3, p = 5 days, Fr = 10% and x = 14 days.
Number of
incubation period
(t)

Day Predicted incident
cases (Qt.p)

Predicted new
deaths( Mt.p+x)

Predicted total deaths
(M)

0 0 (= t*p) 1 0 0.0
1 5 3 0 0.0
2 10 9 0 0.0

14 0 0.1 (= 1*Fr) 0.1

(= t*p+x)

3 15 27 0 0.1
19 0 0.3 (= 3*Fr) 0.4
Fig. 2. Different types of KNN trapping.
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types of trapping can be considered, which are; (i) semi-trapping,
which happened if the K nearest neighbors of the are distributed
in so closed values among several classes, which minimize the
confidence of the classifier decisions. As considered in Fig. 2(A),
the testing item is classified to class B as the maximum neighbors
in the K considered ones are belonging to class B. However, if
one or more neighbors of the K considered ones are outliers, the
decision will fully change. In the semi-trapping, the decision can
be taken as the target class is identified, but there is no much
confidence in the classifier decision as it can be simply changed
if there are outliers in the elected K neighbors.

Fig. 2(B) illustrates the second type of KNN trapping in which a
subset of the target classes have the same maximum contribution
in the K-nearest neighbors of the tested examples. As shown in
such figure, the classifier is partially trapped as it is confused. It
cannot give a decision to classify the tested item to class A or class
B since both have the same maximum number of examples (equal
to 4) in the set of K-nearest neighbors to the tested item. On
the other hand, Fig. 2(C) depicts the third type of KNN trapping
in which the classifier is fully confused. There is no decision to
take as all target classes have the same vote. Another drawback
of the traditional KNN is that it is a distance based classifier [7].
It depends mainly on the calculated distance between the tested
item and the considered examples in the problem feature space.
No other criteria or heuristic is considered in KNN which cause
the classifier to be easily trapped, which is not acceptable in the
current epidemic situation of coronavirus wide spread. In many
cases, the infected people are not recognized, and accordingly,
they do not get suitable treatment on time. Those infected and
unrecognized people spread the virus to healthy people due to
communicable nature of coronavirus.

4. Related work

In this section, the previous research efforts about COVID-
19 patients classification will be reviewed. In [2], an automatic
prediction of COVID-19 was performed by applying Deep Con-

volution Neural Network (DCNN). The implementation of DCNN t
depended on pre-trained transfer model (ResNet50) in addition to
chest X-ray images. As illustrated in [17], the proposed method
to classify COVID-19 patients depended on machine learning
techniques. Actually, classification process was performed after
forming four different datasets by taking patches from 150 CT
images with size as 16 × 16, 32 × 32, 48 × 48, and 64 × 64.
n [17], the feature extraction process was performed on CT
mages by using five extraction methods to extract the features
hat accurately could separate the infected patches. Then, Support
ector Machine (SVM) as a classification method was imple-
ented based on these extracted features to classify the patients.
he experimental results in [17] shown that Gray Level Size Zone
atrix with SVM (GLSZM-SVM) was performed well.
As depicted in [18], Deep Learning based Methodology (DLM)

as proposed for detecting coronavirus using X-ray images. DLM
epended on two main processes, which are; feature extraction
rocess and classification process. Firstly, DLM extracted deep
eatures from X-ray images by using pre-trained Convolutional
eural Network (CNN). Then, it could classify the patients based
n these extracted features by using SVM classifier. Although SVM
as a powerful method, it was not suitable for large dataset and
ould not perform its task well when the dataset included more
oise. In [19], it was hypothesized that Deep Learning Algorithm
DLA) has the ability to extract COVID-19’s specific graphical fea-
ures to introduce a clinical diagnosis prior to pathogenic testing.
his method tried to save critical time for the disease diagnosis.
he experimental results in [19] proven the effectiveness of DLA
o extract graphical features to diagnose COVID-19 patients.

As illustrated in [20], the analysis of COVID-19 was demon-
trated by using a probabilistic method that involved a classifica-
ion technique. This classification method could classify COVID-19
atients based on most important features of CT images. Hence,
eature extraction process was applied on CT images and then
he selection process was performed on these extracted features
efore using the proposed classification technique called Stack
ybrid Classification (SHC) method. SHC depended on ensemble
ethods that integrate several models for improving predic-
ion performance. According to the experimental results in [20],
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Table 3
Comparison about previous works on COVID-19 classification techniques.
Used technique Description Advantages Disadvantages

Deep Convolutional
Neural Network
(DCNN) [2]

DCNN is a classification technique
that was used for the detection of
coronavirus infected patient based on
three different convolutional Neural
Network models.

Transfer learning allows the training
of data with fewer datasets and
requires less calculation costs.

One of the biggest limitations to
transfer learning is the problem of
negative transfer. Transfer learning
only works if the initial and target
problems are similar enough for the
first round of training to be relevant.

Gray Level Size Zone
Matrix with SVM
(GLSZM-SVM) [17]

GLSZM-SVM is a hybrid method that
extracted the features by using
GLSZM and then used SVM to
classify these extracted features.

SVM is a powerful classification
method.

SVM was not suitable for large
dataset and could not perform its
task well when the dataset included
more noise.

Deep Learning based
Methodology (DLM)
[18]

Deep features were extracted using
pre-trained CNN and SVM was used
for classification.

Pre-trained model is effective power
in features extraction and SVM is a
powerful classification method.

SVM was not suitable for large
dataset and could not perform its
task well when the dataset included
more noise.

Deep Learning
Algorithm (DLA) [19]

DLA has the ability to extract
COVID-19’s specific graphical features
to introduce a clinical diagnosis prior
to pathogenic testing. This method
tried to save critical time for the
disease diagnosis.

It demonstrated the principle of
using artificial intelligence to extract
the radiological features for a timely
and accurate diagnosis of COVID-19.

This method cannot provide the
optimal accuracy.

Stack Hybrid
Classification (SHC)
method [20]

SHC is a COVID-19’s classification
method that depended on ensemble
methods that integrate several
models for improving prediction
performance.

The proposed SHC model is better
than the traditional classification
approaches to classify COVID-19
patients.

This method is slow.

Deep learning
framework
(COVIDX-Net) [21]

COVIDX-Net is the frame work
included seven different architectures
of deep convolutional neural network
models to classify the patient status
either negative or positive COVID-19
case.

Efficient to classify positive cases. Cannot classify the normal cases
correctly. Therefore, it requires
another model in CAD systems to
determine the health status of
patients against COVID-19 in X-ray
images.
the proposed method was better than the classical classification
methods. In [21], the proposed framework of pre-trained deep
learning classifiers (COVIDX-Net) was provided to automatically
diagnose COVID-19 based on X-ray images. This proposed method
depended on using seven different architectures of deep CNN
models. Although the efficiency of these models to classify pos-
itive cases of COVID-19, their corresponding performance was
worst to classify the normal cases correctly. Therefore, it requires
another model in CAD systems to determine healthy cases of
patients against COVID-19 in X-ray images. A brief comparison
about previous works on COVID-19 classification techniques is
shown in Table 3.

5. The proposed COVID-19 patient detection strategy

Automatic medical diagnosis has become very important, es-
ecially when it is needed to make quick decisions for serious
nfectious diseases such as COVID-19 disease [22–24]. Corona
atients must be diagnosed remotely because their contact with
eople increases the number of victims daily. Thus, direct contact
ith corona patients may threaten the life of doctors and the
ursing staff and expose them to death. To overcome this global
nd dangerous challenge, it is a vital process to analyze patients
ata and then accurately detect them with the minimum time
enalty. In this paper, an intelligent detection strategy called
orona Patients Detection Strategy (CPDS) has been introduced in
ealthcare system to provide more accurate and fast diagnostic
esults. As illustrated in Fig. 3, the proposed detection strategy
s composed of two phases, which are; (i) Data Pre-processing
hase (DP2) and (ii) Patient Detection Phase (PDP). The main

task in DP2 phase is to extract a set of features from CT image
by using GLCM and then eliminate irrelevant features by using
Hybrid Feature Selection Methodology (HFSM) as a new feature
selection method to provide informative data to the next PDP. In
PDP phase, fast and accurate detection of infected patients can
be performed on the selected features from PDP phase by using
Enhanced K-Nearest Neighbors (EKNN).

5.1. The proposed feature selection strategy

Irrelevant features existence is one of the main causes of
classifier overfitting [7,25,26]. Hence, feature selection should be
performed during DP2 phase before starting to train the classifi-
cation method. The reason is that feature selection process can
improve the performance of the classification model that leads
to faster and more cost-effective models [7,25,26]. Generally, the
filter approaches are much faster than the wrapper approaches
and they easily scale to very high-dimensional datasets [27]. On
the other hand, filter approaches ignore the interaction between
feature subset search and classifier and they unable to take into
account features dependencies when compared to wrapper ap-
proaches [27]. In this section, a simple but effective methodology
called Hybrid Feature Selection Methodology (HFSM) will be pro-
vided to select the main subset of features that can characterize
COVID-19. HFSM, as a new feature selection method, is a hybrid
technique that integrates between filter and wrapper methods. It
consists of two main stages, which are; (i) Fast Selection Stage
(FS2) using many filter methods and (ii) Accurate Selection Stage
(AS2) using Genetic Algorithm (GA) as a wrapper method.

In FS2, many filter methods will be implemented separately
on the same COVID-19’s dataset to quickly select a different
subset of features according to each method. Then, the results
of filter methods will be used as an initial population for GA
in AS2 to select the best subset of features accurately. Although
GA can accurately select the informative features, it suffers from
the computational time and its convergence is very much de-
pendent on the initial population used. Thus, the results of fast
selection methods in FS2 should be used as an initial population
for GA in AS2 to reduce its computational time and to give it

the ability to select an optimal subset of features. Finally, the
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best subset of features will improve the performance of COVID-
19’s classification model. To implement HFSM, assume that there
are ‘m’ dimensional Feature Space; FS={f 1, f2,....,fm}. Additionally,
he input training data of ‘h’ objects (patients) can be expressed
y A={T 1, T2,...., Th} and the testing data of ‘q’ objects can be
xpressed by Q= {E1, E2,....,Eq}. Each object of Ti∈A and Ej∈Q

is expressed as an ordered set of ‘m’ features; Ti(f 1, f2, f3, . . . .,
fm)=[f 1i, f2i, f3i, . . . , fmi] and Ej(f 1, f2, f3, . . . ., fm)=[f 1j, f2j, f3j, . . . , fmj].
ence, each object Ti and Ej can be expressed in an ‘m’ dimen-
ional space of features. For the considered CPDS problem, it is
n important to reduce m-dimensions or eliminate the irrelevant
eatures in COVID-19’s dataset to avoid overfitting and enhance
he performance of the classification model. Fig. 4 illustrates the
equential steps of HFSM method using ‘g’ filter methods.
Firstly, COVID-19’s dataset after performing feature extraction

rocess on CT images should be passed to FS2 to implements
g’ filter methods on it in parallel manner. Then, the results of
hese filter methods will be passed to AS2 for generating the
nitial population of GA. In Fig. 4, it is noted that the num-
er of chromosomes in initial population equals ‘g’ that is the
ame number of filter methods in FS2. Additionally, the values of
hromosomes are the results of filter methods in FS2. Secondly,
A iterations will be performed until a termination condition
s satisfied. At the end, the best chromosome provide the best
ubset of features that should be evaluated by using classifier
uch as Naïve Bayes (NB) as a standard classifier [14]. Generally,
A is an evolutionary algorithm that performs a global search to
ptimally solve the problem depending on its fitness value [16].
ence, GA can provide near-optimal solutions for fitness function
f an optimization problem.
Initially, GA begins with a group of individuals (chromosomes)

hich are called a population (P). In fact, each chromosome is
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Fig. 4. The sequential steps of HFSM method.
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composed of a sequence of genes that would be bits, characters,
or numbers [16]. A subset of features is represented in each
chromosome as a binary string in which its length is the same
number of features presented in the COVID-19’s dataset. The
value of chromosome bits may be zero or one. While zero in the
jth position in the chromosome denotes the elimination of the jth
feature in the particular subset, one denotes the selection of the
jth feature [16]. An example for clarification, a single chromosome
is represented in Table 4, assuming m=10, thus; FS={f 1, f2, f3,. . . .,

}. There are three biologically inspired GA operators, called
10
election, crossover, and mutation, which are used to produce a
ew generation of chromosomes [16]. Selection operator selects
ood chromosome (subset of input features). Crossover opera-
or combines good chromosomes to attempt to produce better
ffspring’s in the new generation. Mutation operator changes a
hromosome locally to try to create a better chromosome. Actu-
lly, the population is evaluated in each generation to terminate
he algorithm in which the three GA operators are continued for
fixed number of generations or until a termination condition is
atisfied [16].
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n example of single chromosome.
f1 f2 f3 f4 f5 f6 f7 f8 f9 f10
0 1 0 1 1 0 1 0 1 1

Finally, implementing GA as a feature selection technique
equires many essential steps as shown in Fig. 4. In AS2, the
enetic evaluation (fitness) function represents an accuracy of
he employed classifier such as NB classifier to select the most
haracterized features to COVID-19. Fitness function measures
he fitness degree of each chromosome (subset of input features)
ased on an accuracy index of the classifier. The best chromosome
subset of input features) is the one that introduces the highest
itness (accuracy) value. In the initial population of GA (P), there
re ‘g’ chromosomes include the results of ‘g’ filter methods in FS2
s initial solutions. Each chromosome (X) consists of binary bits in
hich one donates the presence of feature and zero donates the
bsence of feature. The fitness value of each chromosome should
e provided by calculating the accuracy of NB classifier. Then, the
hree GA operators should be performed.

In selection process, the probability of selection value (Ps) is
ssigned for the chromosomes in P to select the best two parents.
n crossover process, the probability of the crossover value (Pc) is
assigned for both parents to indicate if the crossover process will
be performed between them or not to produce new offsprings
in the next generation. In mutation process, the probability of
mutation value (Pm) is assigned for every offspring to indicate
if the mutation process will be performed on every offspring
or not. The steps from selection process will be repeated until
the size of the new population is the same size in the initial
population. Then, the number of generations will be examined to
terminate the algorithm. According to the number of generations,
the previous steps from evaluation step will be repeated in the
case if there are more generations, else, the chromosomes in the
population will be evaluated as a final results by using only eval-
uation step. In the end, the best subset of features is represented
in the chromosome that provide the highest fitness value. HFSM
is illustrated in algorithm 1.

To clarify the idea, assume that there are four filter methods
in FS2, which are; Information Gain (IG) [7,25,26], Chi-square
(CHI) [28–30], Fisher score (F) [31], and Correlation Based Feature
Selection (CBFS) [32]. Additionally, consider that the number of
features in COVID-19’s dataset is six (m=6); FS={f 1, f2, f3, f4, f5,
f6}. After implementing IG, CHI, F, and CBFS on the dataset, it is
assumed that the subset of selected features according to these
methods are; {f 1, f3, f5, f6}, {f 3, f4, f6}, {f 1, f2, f3, f4, f6}, and
f 1, f2, f5, f6} respectively. Hence, these four subsets of features
re used as four chromosomes (X1, X2, X3, X4) in the initial
opulation (P) of GA in AS2. Then, GA is implemented according
o many assumptions in Table 5. According to the presented
ssumptions in Table 5, it is assumed that GA is implemented
hrough two iterations providing new population that includes an
ew values at four chromosomes; X1={0,1,1,1,1,0}, X2={1,1,0,1,1,1},
3={0,0,0,0,1,1}, and X4={1,1,1,0,0,1}. After evaluating X1, X2, X3,
nd X4, it is considered that X4 achieves the highest fitness value,
hus, X4 is the best chromosome that provides the best subset of
eatures. Finally, the most effected features in COVID-19’s dataset
re; {f 1, f2, f3, f6}.

.2. Enhanced K-Nearest neighbor (EKNN)

In this section, a new instance of KNN classifier will be in-
roduced, which is called Enhanced KNN (EKNN). The proposed
KNN solves the drawbacks of the traditional KNN by adding
olid heuristics in choosing the neighbors of the tested item, only
 i
able 5
he assumptions for employing GA in AS2 .
No. Assumption Value

1 No. of generation to process 2
2 Population size 4’’No of filter methods in

FS2 ’’(g)
3 Probability of Selection ‘‘Ps’’ various value for each selected

chromosome
4 Probability of Crossover ‘‘Pc’’ 0.9
5 probability of mutation ‘‘Pm’’ 0.1
6 Individual size or Chromosome

size ‘‘X’’
6’’ No. of features’’ (m)

7 Fitness function Accuracy of NB classifier
8 Initial population X1={1, 0, 1, 0, 1, 1}

X2={0, 0, 1, 1, 0, 1}
X3={1, 1, 1, 1, 0, 1}
X4={1, 1, 0, 0, 1, 1}

qualified neighbors are considered for classifying the tested item.
Like traditional KNN, EKNN considers the K nearest neighbors to
the tested item in the feature space. However, those neighbors
will have different votes according to the degree of closeness to
the tested item as well as the degree of the neighbor member-
ship to its class, which is called Item Strength (IS). The more
the closeness and the strength of the neighbor, the more the
importance of its vote. The proposed EKNN is applied into two
steps, namely; training and testing, which will be explained in
more details through the next subsections.

5.2.1. EKNN Training
During the training phase of the proposed EKNN, the strength

of each item (Training example) is calculated. Item strength is a
measure for the degree of relationship of the item to its hosting
class. Assuming n features, m considered target classes, for calcu-
ating the strength of each item, initially, all items are projected
nto the considered n dimensional feature space. Then, the center
f each class containing t examples in n dimensional feature
pace for can be accomplished using (4).

=

{∑t
q=1 V

1
q

t
,

∑t
q=1 V

2
q

t
, . . . ,

∑t
q=1 V

n
q

t

}
(4)

Where C is the class center in the considered n dimensional
eature space, t is the number of examples within the class, and
i
q is the value of the ith dimension of the qth example. Finally,
he strength of item Ij can be calculated using (5).

S
(
Ij
)

=

[
α ∗ ISX

(
Ij
)
+ β ∗ ISY

(
Ij
)]

2
(5)

Where IS(I j) is the strength of item Ij, which is the weighted
verage of two values. The former measures the strength of the
tem based on its closeness to the other items (examples) within
ts class and denoted as; ISX (I j). On the other hand, the later
alue considers the closeness of the item to the class center as an
ndication of its degree of affiliation to the class and accordingly
ts strength, which is denoted as; ISY (I j). As depicted in (5), α and
are weighting factors that express the relative impact of ISX (I j)

nd ISY (I j), where 0<α≤1 and 0<β≤1. Generally, ISX (I j) and ISY (I j)
an be calculate by (6) and (7) respectively.

SX
(
Ij
)

=

∑
j̸=k

1
Dis(Ij, Ik)

(6)

ISY
(
Ij
)

=
1

Dis
(
Ij, C

) (7)

Where ISX (I j) and ISY (I j) are the strength of the item consider-
ng the closeness to the class items and class center respectively.
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Dis(I j,Ik) is the Euclidian distance between the items Ij and Ik and
is(I j,C) is the Euclidian distance between the item Ij and the class
enter. Calculating the distance between two points px and py in
he n dimensional feature space can be calculated using (8).

is
(
px, py

)
=

√ n∑
i=1

(
pix − piy

)2 (8)

Where pix and piy is the value of the ith dimension of the points
x and py respectively in the n dimensional feature space. Then,
ubstituting in (5), the strength of the item Ij can be calculated
y (9).

S
(
Ij
)

=

[
α ∗

∑
j̸=k

1
Dis(Ij,Ik)

+
β

Dis(Ij,C)

]
2

(9)

An important issue is how to estimate the optimal values of
α and β . As tunable parameters, the optimal values of α and β
can be calculated empirically by assigning them different values
in a per-defined scenario, then calculate the resultant accuracy
of EKNN classifier considering a set of test items. The optimal
values of α and β are those that give the maximum classification
accuracy. A suggested scenario is to start with initial values of α
and β , for example α = α0 and β = β0, the values of α and β will
be increased using a constant positive step ξ keeping the values of
α and β greater than 0 and less than or equal 1. Estimating the op-
timal values of α and β is illustrated in Section 6.1. An illustrative
example showing the details of EKNN training considering three
target classes {A, B, C}, two dimensional feature space (assuming
two features f1 and f2) is depicted in Fig. 5.

5.2.2. EKNN Testing
In the current situation of the exponential spread of COVID-19,

there exists a critical need for rapid and accurate predictions of
coronavirus infections. The proposed EKNN takes this issue into
account by guaranteeing a simple but fast and effective testing for
patients. During the testing phase of the proposed EKNN, consid-
ering a set of finite m target classes CL={c1, c2, . . . .cm}, initially,
the tested item (person) is projected in the n dimensional feature
space. Then, the K-nearest neighbors are identified. The distance
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Fig. 5. EKNN training phase.
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rom the tested item Ij to each neighbor of the K nearest ones
s calculated, then the average distance (Davg ) is then calculated.
circular neighborhood is identified whose radius equals Davg .
nly the examples within the identified neighborhood will be
onsidered for classifying the new item. The Affiliation Degree
AD) of the tested item to each class is calculated using (10).

Dx
(
Ij
)

=

∑
∀Ik∈Sx

Dk ∗ IS (Ik) (10)

Where ADx(I j) is the affiliation degree of the tested item Ij to
lass x ∀ x∈{A, B, C}, Dk is the distance from the tested item Ij to
he example Ik, Sx is the set of examples within the neighborhood
f the tested item Ij, and IS(Ik) is the strength of the example Ik.
inally, the tested item is targeted to the class to which it has the
 l
aximum affiliation degree as illustrated in (11).

arget_Class(Ij) = argmax
∀Cx∈CL

ADx
(
Ij
)

(11)

Where CL is the set of considered target classes. An illustrated
xample showing the followed steps during EKNN testing is de-
icted in Fig. 6 considering three target classes {A, B, C}, two
imensional feature space (assuming two features f1 and f2).

. Experimental results

In this section, the main contributions that were provided
n the proposed Corona Patients Detection Strategy (CPDS) will
e evaluated. Those contributions are; (i) HFSM for feature se-
ection and (ii) EKNN as a new classification procedure. Firstly,
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Fig. 6. Illustrative example showing the followed steps during EKNN testing phase.
)

feature extraction process will be performed using GLCM method
to extract set of features from CT images before implementing
HFSM method and then EKNN method. Secondly, the proposed
HFSM will be implemented on the extracted features to select
the most significant features. Finally, the proposed CPDS that
combines both HFSM and EKNN will be executed to accurately
detect COVID-19 patients with the minimum time penalty. Our
implementation is based on COVID_CT dataset [33,34]. COVID_CT
is an internet based dataset that contains CT images from pa-
tients. It has been employed to allow reproduction of the results
introduced in this paper in which it is divided into two sets,
namely; training and testing. The training set is used for model
learning. Then, the testing set is used to measure the goodness of
the proposed model.

Several tunable parameters have been used in HFSM and
EKNN. Some of them are set empirically, namely; α and β . As
mentioned in Section 5.2.1, the optimal values of α and β are
calculated empirically assuming the initial values of α and β

(e.g., α0 and β0) as well as the step of change (e.g., ξ ) are
set to 0.1. Hence, the values assigned to α and β are in the
set {0.1, 0.2, 0.3, . . . ., 0.9, and 1.0}. EKNN is then tested using
100 patients. The optimal values of α and β , which gives the
maximum classification accuracy was 0.7 and 0.9 respectively.
The applied parameters with the corresponding implemented

values are depicted in Table 6.
Table 6
The applied parameters with the corresponding used values.
Parameter Description Applied value

Ps Probability of selection Random (0 ≤ Ps ≤ 1)
Pc Probability of crossover Random (0 ≤ Pc ≤ 1)
Pm Probability of mutation Random (0 ≤ Pm ≤ 1)
K No. of neighbors 5
α Weighting factors 0.7
β 0.9

6.1. Evaluation metrics

During the next experiments, accuracy, error, precision, and
sensitivity are four evaluation parameters will be calculated.
Then, F-measure and micro-average related to precision and
recall will be measured as additional parameters to clear the ap-
plication results. To calculate the values of these measurements,
a confusion matrix is applied as presented in Table 7. Noticeably,
various formulas are used as a summarization of the confusion
matrix as depicted in Table 8 [35,36].

6.2. Testing the proposed hybrid feature selection methodology (HFSM

This paper introduces a hybrid feature selection methodology
(HFSM) which combines both filter and wrapper methods. To
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Table 7
Confusion matrix.

Predicted label

Positive Negative

Known label Positive True Positive (TP) False Negative (FN)
Negative False Positive (FP) True Negative (TN)

prove the effectiveness of the proposed feature selection method,
many features selection techniques are compared to the pro-
posed features selection technique HFSM based on NB classi-
fier as a standard classifier. The most recent feature selection
techniques used for evaluation are presented in Table 9. Re-
sults are depicted in Figs. 7–16. The first four measurements
in Figs. 7–10 which are; accuracy, error, precision and recall
illustrate the performance of HFSM against many of recent meth-
ods. The final application results are measured by the last six
measurements in Figs. 11–16. These measurements are macro-
average precision, macro-average recall, micro-average precision,
micro-average recall, F-measure, and run time.

As illustrated in Figs. 7–10, it is concluded that the perfor-
mance of all methods is promoted by increasing the number
of the patients inside training dataset. The maximum ‘‘Preci-
sion’’, ‘‘Recall’’, and ‘‘Accuracy’’, while the minimum ‘‘Error’’ are
obtained at maximum number of training patients (e.g., 498
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Table 8
Confusion matrix formulas.
Measure Formula Intuitive meaning

Precision (P) TP / (TP + FP) The percentage of positive predictions those are correct.
Recall / Sensitivity
(R)

TP / (TP + FN) The percentage of positive labeled instances that were predicted as positive.

Accuracy (A) (TP + TN) / (TP + TN + FP + FN) The percentage of predictions those are correct.
Error (E) 1-Accuracy The percentage of predictions those are incorrect.

Macro-average
∑c

i=1 Pi/c ‘‘for Precision’’ The average of the precision and recall of the system on different c classes.∑c
i=1 Ri/c ‘‘for Recall’’

Micro-average (TP1 + TP2) / (TP1 + TP2 + FP1 + FP2) ‘‘for
precision’’

The summation up to the individual true positives, false positives, and false
negatives of the system for different classes and the apply them to get the
statistics

(TP1 + TP2) / (TP1 + TP2 + FN1 + FN2)
‘‘for Recall’’

F-measure 2*PR/(P+R) The weighted harmonic mean of Precision and Recall
Table 9
The most recent features selection techniques used for evaluation.
Features selection technique Description

Improvised Gray Wolf Algorithm (IGWA) [37] In [37], IGWA is developed as an improvement over the traditional Gray Wolf Optimizer (GWO)
algorithm. It is developed for multiple feature selection as the original GWO that can only be
implemented on the mathematical function. Results presented in [37] show that the optimal feature
set selected by IGWA gives the highest accuracy using different classifier.

Stochastic Diffusion Search (SDS) Based Feature
Selection [38]

In [38], SDS for feature selection is employed to identify optimal feature subsets. In the initial stages,
every agent is assigned to combining the feature subset from their respective search spaces (all the
possible combinations of these features). Every agent now employs an independent and random split
of the dataset for forming both training and testing subsets

Hybrid Feature Selection (HFS) approach [39] In [39], HFS approach for feature selection using PCA and Relief method. PCA is a dimensionality
reduction technique which is based on eigenvalue decomposition of a data matrix and it is a
mathematical tool used for enhancing the accuracy of predictive models. Relief is a robust algorithm
that deals well with incomplete, noisy and missing data.so this feature selection approach works well
with multi-class problems and finds the conditional dependencies between features as well. Results
presented in [39] find that the hybrid approach drastically reduced dimension on all datasets,
thereby, enhancing the efficiency of the classifier and decrease in computation cost and time.

Opposition-based Crow Search (OCS) algorithm [40] In [40], OCS is an optimization algorithm where most of the significant features are selected. OCS has
been developed as an improvement over the Traditional Crow Search (CS) algorithm by adding the
contrast operation to develop efficiency. For every initiated solution, the adjacent opposite operation
also starts working. If the solutions are compared, better solution can be selected to obtain the
optimal solution. Results presented in [40] find that OCS improves the classification result and
increased the accuracy, specificity and sensitivity in the diagnosis of medical images.
(
r
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Fig. 7. Accuracy of features selection methods using NB.

atients). The reason is very simple; by increasing the number
f training patients, the amount of data collected in addition to
lassification rules will definitely increase. Accordingly, classifi-
ation accuracy is also enhanced, as the classifiers were better
rained. It is also noted that; the proposed selection method
alled HFSM introduces the best performance against of others
ethods. Accordingly, both True Positive (TP) and True Negative

TN) are maximized, while False Positive (FP) and False Negative
 p
Fig. 8. Error of features selection methods using NB.

FN) are minimized. This promotes the accuracy, precision, and
ecall of the proposed selection method while demoting its error.
n the other hand, SDS introduces the worst performance. This
appened because SDS method eliminates an effective feature
hen NB classifier is learned using training patients with the least
ffective subset of features. When training patients = 498, HFSM
ntroduces about 0.72 precision, while it is 0.6 for SDS. At training
atients equals 498, recall value for SDS is worth than HFSM



14 W.M. Shaban, A.H. Rabie, A.I. Saleh et al. / Knowledge-Based Systems 205 (2020) 106270

w
i
m
S

h
r

I
A

Fig. 9. Precision of features selection methods using NB.

Fig. 10. Sensitivity of features selection methods using NB.

Fig. 11. Macro-average of precision for features selection methods using NB.

hich are 0.59, and 0.71 respectively. SDS’s accuracy is 0.80 while
t is 0.93 for HFSM when training patients equals 498, which
eans that SDS suffers from a higher error rate than HFSM. For
DS and HSFM, the error reaches 0.20 and 0.07 respectively.
The final application results in Figs. 11–16 show that the

ighest macro-average precision is related to HFSM with value
eaches to 0.7, while the lowest measurement value is related to
 4
Fig. 12. Macro-average of recall for features selection methods using NB.

Fig. 13. Micro-average of precision for features selection methods using NB.

Fig. 14. Micro-average of recall for features selection methods using NB.

GWA with value reaches to 0.58 at training patients equals 498.
ccording to the macro-average recall at training patients equals
98, the highest value equals 0.69 at HFSM, but the lowest value
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Fig. 15. F-Measure of the different features selection methods using NB.

Fig. 16. Run time of the different features selection methods using NB.

related to SDS with value equals 0.61. When training patients
equals 498, HFSM introduces about 0.76 micro-average precision
value, while it is 0.64 for SDS. Moreover, micro-average recall
value for OCS and SDS are worth than HFSM at training patients
equals 498 which are 0.61, 0.61, and 0.7 respectively. The worst
value of F-measure is 0.61 related to SDS and the best value is
0.71 related to HFSM at training patients equals 498. Additionally,
implementing HFSM is faster than OCS at training patients equals
498 with run time reaches to 9 and 15 (seconds) respectively.

6.3. Testing the proposed COVID-19 patients detection strategy (CPDS

Finally, in this subsection, it is the time to test the whole
roposed CPDS keeping all the proposed feature selection, and
lassification methodologies working together. To argue the effec-
iveness of our proposed strategy, it is compared against some of
he recently used COVID-19 classification methods as presented
n Table 3. Those recent methods are DCNN [2], GLSZM-SVM [17],
LM [18], DLA [19], SHC [20], and COVIDX-Net [21]. All capabil-
ties proposed are used in our CPDS, hence, HFSM is employed
or feature selection, and EKNN is used for classification. Re-
ults are shown in Figs. 17–26. As illustrated in Figs. 17–26,
he proposed CPDS demonstrates the best performance. Error
Fig. 17. Accuracy of the different classification techniques.

Fig. 18. Error of the different classification techniques.

Fig. 19. Precision of the different classification techniques.

of CPDS is reduced, while its accuracy, precision, recall, macro-

average, micro-average, and F-measure are promoted. This proves

the effectiveness of HFSM and EKNN, which are the main parts

of the proposed CPDS as they can effectively work together.

Additionally, CPDS proved that it is faster than other methods.



16 W.M. Shaban, A.H. Rabie, A.I. Saleh et al. / Knowledge-Based Systems 205 (2020) 106270
Fig. 20. Sensitivity of the different classification techniques.

Fig. 21. Macro-average precision of the different classification techniques.

Fig. 22. Macro-average recall of the different classification techniques.
Fig. 23. Micro-average precision of the different classification techniques.

Fig. 24. Micro-average recall of the different classification techniques.

Fig. 25. F-Measure of the different classification techniques.
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Fig. 26. Run time of the different classification techniques.

According to Figs. 17–20, DLA introduces about 0.80 accuracy,
hile it is 0.96 for CPDS at training patients equals 498. The
eason is that EKNN gives accurate detect infected patients with
he minimum time penalty which is based on the most effective
earest neighbor’s based on the most significant features selected
y HFSM. Thus, DLA provides the maximum error value that
quals 0.2, but CPDS provides the minimum value that equals
.04. CPDS provides about 0.75 precision, while it is 0.62 for DLA
t training patients equals 498. Recall value of CPDS is 0.74, but it
s 0.61 for DLA when training patients equals 498. Consequently,
igs. 17–20 illustrate that CPDS is much better than GLZSM-
VM, DCNN, DLM, SHC, COVIDX-Net, and DLA. Results of the final
pplication in Figs. 21–25 illustrate that macro-average precision
f CPDS is 0.73, while it is 0.62 for DLA at training patients equals
98. Additionally, CPDS provides about 0.72 macro-average recall
hile it is 0.6 for DLA when training patients equals 498. CPDS
rovides the highest micro-average precision with value reaches
o 0.725, while DLA provides the lowest measurement value
quals 0.62 at training patients equals 498. Moreover, micro-
verage recall value of CPDS is 0.73, but it is 0.615 for DLA at
raining patients equals 498. When training patients equals 498,
PDS provides about 0.716 F-measure, while it is 0.61for DLA.
onsequently, Figs. 21–25 illustrate that CPDS is much better than
LSZM-SVM, DCNN, DLM, SHC, COVIDX-Net, and DLA.
As depicted in Fig. 26, in spite of time complexity of both the

rapper feature selection and KNN classification algorithm, CPDS
rovides fast classification compared with other competitors. This
appened because other competitors rely on deep learning con-
ept. It is known that deep learning is computationally expensive,
equires a large amount of memory and computational resources.
oreover, it suffers from high time penalty. On the other hand,
PDS is more simple, flexible, and able to manage problems with
naccurate data. Additionally, it relies on a perfect hybrid feature
election methodology that elects only those effective features.
s feature selection takes place only one time, it does not affect
he classification speed of CPDS during the testing (diagnose)
rocess. Such accurate feature selection methodology results in
educing the dimensionality of the employed feature space, which
n turn minimizes the time taken by EKNN for diagnose. More-
ver, electing the most suitable neighbors by EKNN accelerates
he diagnose process as it does not consider all neighbors of the
ested item. Hence, CPDS represents a fast and accurate decision-
aking system for detecting COVID-19 patients aiming to protect
he healthcare system from becoming overwhelmed.
For summarizing the discussion introduced through this sec-
tion, it can be concluded that the proposed COVID-19 Patients De-
tection Strategy (CPDS) outperforms recent detection strategies
due to the following reasons;

i. The proposed CPDS perfectly elects the best set of features
to express the problem in hand as it relies on a strong
hybrid feature selection strategy that combines evidence
from both filter and wrapper methods.

ii. CPDS is also immune to KNN trapping problem as it uses
an enhanced version called EKNN. Unlike traditional KNN,
EKNN classifies an item based on only item’s qualified
neighbors. This guarantees the maximum classification ac-
curacy and minimizes the classification time.

iii. Compared to recent techniques, EKNN can accurately de-
tect infected patients with the minimum time penalty
based on those significant features selected by HFSM as
well as considering only the most effective neighbors of
the tested item by EKNN.

7. Conclusions

COVID-19 infectious disease shocked the world and still threat-
ens the lives of billions of people. Accordingly, early detection
of COVID-19 patients is an important process for disease cure
and control. The literature review work shows that an optimum
technique could not be defined yet. Thus our challenge is to
find a suitable fast and accurate detection strategy. In this work,
we have presented an accurate and intelligent detection strategy
which can potentially provide smart medical diagnosis . In our de-
tection strategy, COVID-19 Patients Detection Strategy (CPDS) is
built upon two essential parts, which are; features selection, and
new classification model. The proposed feature selection method-
ology is called Hybrid Feature Selection Methodology (HFSM),
which combines between the benefits of both filter and wrapper
selection methods. HFSM elects the most informative and effec-
tive features from the features extracted from chest CT images. On
the other hand, the proposed classification methodology is called
Enhanced K-Nearest Neighbor (EKNN). Experimental results have
shown that the proposed feature selection technique provides
fast and accurate results comparing to the existing methods in
terms of accuracy, error, precision, and sensitivity/recall. HFSM
provides precision, recall, accuracy, and error values reach to 0.72,
0.71, 0.93, and 0.07 respectively. The proposed CPDS achieved
96% of accuracy that is higher than other recent methodologies.
Finally, the proposed CPDS based on HFSM and EKNN provides
fast and more accurate results than the existing techniques in
terms of accuracy, precision, sensitivity, and execution time.
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