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a b s t r a c t 

Deep learning applications with robotics contribute to massive challenges that are not ad- 

dressed in machine learning. The present world is currently suffering from the COVID-19 

pandemic, and millions of lives are getting affected every day with extremely high death 

counts. Early detection of the disease would provide an opportunity for proactive treat- 

ment to save lives, which is the primary research objective of this study. The proposed 

prediction model caters to this objective following a stepwise approach through cleaning, 

feature extraction, and classification. The cleaning process constitutes the cleaning of miss- 

ing values ,which is proceeded by outlier detection using the interpolation of splines and 

entropy-correlation. The cleaned data is then subjected to a feature extraction process us- 

ing Principle Component Analysis. A Fitness Oriented Dragon Fly algorithm is introduced 

to select optimal features, and the resultant feature vector is fed into the Deep Belief Net- 

work. The overall accuracy of the proposed scheme experimentally evaluated with the tra- 

ditional state of the art models. The results highlighted the superiority of the proposed 

model wherein it was observed to be 6.96% better than Firefly, 6.7% better than Particle 

Swarm Optimization, 6.96% better than Gray Wolf Optimization ad 7.22% better than Drag- 

onfly Algorithm. 

© 2020 Elsevier Ltd. All rights reserved. 

 

 

 

 

 

 

 

 

 

1. Introduction 

A robot is an active agent that interacts with the real world and often works under benevolent and uncontrolled cir-

cumstances. While robots may have predefined or pre-trained capabilities, they should be able to adapt or expand to carry

out new and useful tasks. It is still challenging to deploy robots with pre-built skills and the ability to acquire new skills.

Therefore, applying deep learning to robotics stimulates research questions [1] . Deep Reinforcement Learning (DRL) has been

successfully applied in various workplaces to learn complex arrangements through vast volume perceptions, e.g., pictures.

Robots can, therefore, be used to carry out day-to-day activities such as washing and folding clothes, cooking, and cleaning.

Applying Deep Learning (DL) approaches to real humanoid robots, however, remains a significant challenge, as traditional

DRL techniques involve a large number of learning samples [2] . DL and Artificial Intelligence (AI) have received a lot of atten-

tion over the last few years [3,4] . These technologies are revolutionizing various applications such as healthcare, computer

vision, pattern recognition, robots, self-driving cars, and automatic machine translation, etc. 
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Healthcare is one of the most widely used applications of these technologies. DL stack up a large volume of patient data,

including patient, medical, and insurance records, into neural networks to develop better results [5,6] . Disease prediction

systems have been playing a significant role in the life of people, and it has been considered an important topic by many

academics [7] . In healthcare management, data mining holds a significant role in predicting diseases. 

Disease Prediction Systems (DPSs), using a variety of data mining techniques, recently has attracted considerable atten-

tion. One of the most common data mining methods, the Single-Layer Perceptron (SLP) classifier, was widely used to predict

various diseases. AI and Machine Learning (ML) approaches have been integrated to resolve medical care issues in many

real-world situations. In recent times, Neural Network (NN) ensembles were effectively exploited in several applications and

may assist in medical analysis. NN ensembles could considerably enhance the simplification capabilities of learning systems

via training a predetermined amount of NN and then merging their outcomes. 

Many researchers have implemented ML algorithms around the globe to help aid the fight against COVID-19, Heart dis-

ease, and Breast Cancer. Although prediction results achieved are promising, there is further scope in the improvement of

the results by improved feature engineering. These factors are the main motivation for the work in front of you. 

Several pre-processing techniques, such as Spline Interpolation (SI), Principal Component Analysis (PCA), have been stud-

ied to improve the prediction results of AI-based methodologies.SI is used for filling missing values in the dataset, whereas

PCA is utilized for selecting the optimal features from the dataset considered. To further improve the prediction accuracy

of Deep Belief Network Models, hyper-parameter tuning can be performed by the Fitness Oriented Dragonfly Optimization

algorithm (F-DA). 

The steps involved in the proposed model are given below: 

1. The disease prediction model involves three modules: (a) data cleaning, (b) feature extraction, and (c) classification. 

2. Firstly, the two heart disease datasets, “Cleveland and Statlog” and a breast cancer dataset known as Wisconsin Breast

Cancer (WBC) were attained from the UCI data repository. These datasets are fed to the data cleaning process in pre-

processing. Filling up of missing values and outlier detection are the two phases in this step. Spline Interpolation (SI) is

exploited for filling of missing value, and entropy, correlation is used for outlier detection. 

3. The resultant data from the data cleaning process is fed into the feature extraction process, where Principle Component

Analysis (PCA) is employed for dimensionality reduction. Further, the extracted features are multiplied with a weight,

and then subjected to the classification process. 

4. The resultant feature vector is then fed to the Deep Belief Network (DBN) framework. Accordingly, the multiplied weight

is optimally tuned by Fitness Oriented Dragonfly Optimization, such that the error between the actual and predicted

output is minimized. 

5. The proposed approach is then evaluated over other traditional models, namely, Particle Swarm Optimization (PSO),

FireFly (FF), Grey Wolf Optimization (GWO), and Dragonfly Algorithm (DA). 

The rest of the paper is organized as follows. Section 2 describes the literature works related proposed system.

Section 3 introduces the disease prediction model with various adapted stages. Section 4 explains the weight optimiza-

tion by the F-DA algorithm. Then disucss our main results in Section 5 . Finally, Section 6 concludes the paper with future

work directions and closing remarks. 

2. Literature reviews 

2.1. Related works 

Loey et al. [8] have proposed a novel predication deep learning-based Generative Adversarial Network (GAN) model for

COVID-19 X-ray datasets. The main idea of the proposed model is to take input as X-ray images. Virus detection is per-

formed by the GAN Deep Learning Classification Model. The developed system reduces complexity, memory consumption,

and time. Zhou et al. [9] have developed an automatic COVID-19 CT segmentation model using U-net spatial and channel

attention architecture. U-net contains two models, such as encoder and decoder, for the segmentation of the medical im-

age of COVID-19. Contextual relationships are identified in ROI by spatial and channel attention for better representation

in segmentation. However, the proposed system performed experimentally on limited datasets. Ghoshal et al. [10] used a

Bayesian Convolutional Neural Network (BCNN) deep learning dataset to detect Coronavirus Uncertainty and Interpretabil-

ity (COVID-19) X-ray dataset to improve diagnostic performance. Estimation of uncertainty in deep learning results in more

reliable disease predictions, which could lead practitioners to false assumptions. 

Nilashi et al. [11] presented a novel system for predicting diseases through clustering methods. Here, CART (Classification

and Regression Trees) was used to develop a set of fuzzy-based rules. In addition, the results have shown that the tech-

nique adopted significantly improves the accuracy of disease predictions. Chuan et al. [12] have adopted Privacy-Preserving

Disease Prediction (PPDP). Here, the patient’s historical medical data was outsourced and encrypted, which could be further

used to train predictive approaches safely. The threat of disease to emerging medical statistics could be assessed on the

basis of prediction methods. Chen et al. [13] introduced a computational methodology of an ensemble approach to detect

miRNA-disease. The investigations were conducted on three major tumors. Besides, Kidney Cancer, Prostate Cancer, and Lym-

phoma of the top fifty predicted MiRNAs were established by current experimental results, which illustrated the consistent

predictability of HAMDA. 
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Parisot et al. [14] suggested a methodological assessment of the generic structure, including non-imagery and imaging

data referred to as Graphic Convolutional Networks (GCNs) and which could be used for brain research in dense populations.

In addition, the broad estimation identifies the consequences of each element of this model on disease prediction and

further assesses it on a number of baselines. Weng et al. [15] designed a framework for examining the performance of

different classifiers together with the individual classifiers concerned in the Ensemble Classifier (EC). Statistical tests were

carried out to assess the performance differentiation between the types of classifiers. Kumar et al. [16] have formulated a

new methodological regime for diabetes. In addition, a novel classification methodology based on the fuzzy rule for the

treatment of disease has been established. The experiments were carried out using the original health records collected

from different hospitals. Luo et al. [17] presented a new technique for the MiRNA-Association of Diseases Dependant on

the Graphic Regularization Framework (MDAGRF). The performance of this technique was not susceptible to a range of

constraints. By distinguishing from other traditional models, MDAGRF was able to achieve improved predictive outcomes

for certain diseases. Sengupta and Asit [18] modeled a scheme based on the concepts of PSO and Association Rule Mining

(ARM). The incremental classifier was appropriate to be relevant for predicting disease, as the characteristics of the diseases

vary in terms of time due to changes in climate, geographical, and biological aspects. 

2.2. Reviews 

At first, the Fuzzy Logic System (FLS) was introduced in [11] , which offers a better diagnosis of diseases, and it offers

better noise elimination. However, it needs more contemplation on other datasets. Privacy-Preserving Disease Prediction

(PPDP) was exploited in [12] that offers im proved privacy protection with low computational complexity, but it requires

more effective PPDP models. Also, Hybrid Approach for MiRNA-Disease Association prediction (HAMDA) approach was de-

ployed in [13] that provides better performance and improved prediction ability. Anyhow, it needs to be confirmed by the

biological observations in the future. Likewise, the GCN scheme was exploited in [14] , which offers increased accuracy, and

it also predicts several labels. However, there were occurrences of imbalance proportions of enormous class. Also, EC was

employed in [15] , which offers increased accuracy, and it is highly cost-effective; however, the exterior validity of EC has

to be measured in advance. A fuzzy rule was exploited in [16] that offers enhanced specificity, and it offers better security

levels, anyhow, it requires considerations on cryptographic approaches. MDAGRF was implemented in [17] , which provides a

better prediction of diseases, and it also offers consistent data, but this approach needs consideration on noise effects. Also,

At last, the PSO algorithm was suggested in [18] that provides more accurate outcomes and improved efficiency. However,

it requires contemplation on incremental data with diverse feature sets. The discussed limitations must be considered to

enhance the performance of disease prediction models successfully in the presented work. 

3. Disease prediction model: Various adopted stages 

3.1. Proposed architecture 

The diagrammatic representation of the proposed architecture for disease prediction is given by Fig. 1 . 

The different steps of the proposed model are explained below: 

1. In the first step, the collected data on heart disease and breast cancer are applied to the data cleaning process. Two

steps are involved in the cleaning process, the first one is missing value filling, and the subsequent one is outlier de-

tection. Here, in the proposed work, Spline Interpolation (SI) is used for missing value filling, whereas entropy and the

correlation-based procedure is followed for detecting the outlier. 

2. In the second step, the resultant data from data cleaning are given to the feature extraction process, where Principal

Component Analysis (PCA) is used. 

3. In the third step, features extracted from PCA is transformed into another form of feature vector by multiplying with a

weight function. 

4. In the fourth step, the resultant feature vector is conveyed to the Deep Belief Network (DBN) framework. As the main

contribution, the multiplied weight is tuned optimally by modified DA known as F-DA, such that the error among the

actual and predicted output is minimized during the classification process. The classification output provides the labels

that differentiate whether the patient is affected or not. 

3.2. Data cleaning 

Data cleaning refers to “the process of detecting and correcting (or removing) defective or inaccurate information from a

recordset, table or database and helps recognize incomplete, incorrect, inaccurate or irrelevant data parts and then replace,

change or remove dirty or coarse data” [19] . 

3.2.1. Missing value filling 

Spline Transformation (ST) fills missing value. Splines are polynomials, smoothly linked together. The meeting points of

polynomials are called “knots.” Considering a spline of n degree, coefficients of n + 1 are needed to explain each piece. There

is an extra smoothing factor that stimulates the spline ’s stability to order n − 1 at the “knots”. 
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Fig. 1. Proposed Disease Prediction Model. 

 

 

 

 

 

 

 

 

 

 

3.2.2. Outlier detection 

Outlier detection may be determined by a procedure that exploits entropy and correlation. 

1. Find the correlation: Correlation is one of the statistical metrics that indicates the extent to which two or more pa-

rameters oscillate together. The formulation for correlation is given by Eq. 1 , where a o indicates the attributes and

o = { 1 , 2 , 3 , . . . N } , in which N denotes the number of attributes. The common correlation formulation is given by Eq. 2 ,

where x and y indicate the variables and k refers to the number of point pairs. 

C o = Cor r (a 0 , l abel ) (1) 

Corr = 

k ( 
∑ 

xy ) − ( 
∑ 

x )( 
∑ 

y ) √ 

[ k 
∑ 

x 2 ][ k 
∑ 

y 2 − ( 
∑ 

y 2 )] 
(2) 

2. Find the entropy: Entropy is ”a measure of the unpredictability of the state, or equivalent, of its average information

content,” as given by Eq. 3 , and Eq. 4 gives the formulation of entropy. In Eq. 4 , p denotes the probability of occurrence,

and b indicates the base. 

E n = Ent(C n ) (3) 

Ent = −
v ∑ 

i =1 

p i log b (p i )) (4) 

3. Find elements: If the user-defined threshold is more significant, replace it with zero or else replace it with one. 

4. Drop the number of an outlier (records) has maximum zeros. Here, the number of outliers is user-defined. 

Thus the outlier detected attribute resulting from the above procedures is indicated by D H . D D indicates the resultant

data cleaning attribute attained from missing value filling and outlier detection. 

3.3. Feature extraction and feature tranformation 

The attained D D from data cleaning is given to PCA for feature extraction.PCA [20] is a conventional method that reduces

the enormous dimensional features of the data. The extracted features from PCA fe b are not directly given to the classfier,

rather, it is multiplied with a weight function w b and forms a new feature vector as given by Eq. 5 . 

F b = f e 1 w 1 + f e 2 w 2 + f e 3 w 3 + . . . . f e N w f (5)

Thus the final feature vector indicated by F b is further given to DBN for classification, which can predict the concerned

disease. 
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Fig. 2. Weight Encoding. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.4. Classification using DBN 

DBN is an intelligent classification framework that employs independent layers, visible and hidden neurons that develop

the output layer [21] . The link between hidden and visible neurons is exclusive and symmetric. 

4. Weight optimization by fitness oriented dragonfly optimization 

4.1. System classification and fitness function 

The weights that are multiplied with the features are given as solutions for encoding, as given by Fig. 2 . Consequently,

weights must be designed to minimize the difference between the expected results and the actual results, which is given

by Eq. 6 . This paper uses a new modified algorithm called F-DA for weight optimization. 

Ob jecti v e F unction, R = Min 

(
e ̂

 Z 
l 

)
(6)

4.2. Dragonfly optimization 

For weight optimization, we proposed a modified F-DA. Generally speaking, DA [22] approach emerges from adaptive

and stable swarming processes. With the application of meta-heuristics, these two processes are closely correlated with

the two main stages of optimization, namely (i) exploration phase and (ii) exploitation phase. These two phases are as

follows: Demarcation formulation is assessed as given in Eq. 7 , Where YJ determines a neighbor’s J th location, Y represents

the current individual’s location, and N represents the neighboring entities. 

O i = −
N e ∑ 

j=1 

Y − Y j (7)

As shown in Eq. 8 , where Qj is the velocity of an adjacent j th individual. Furthermore, Eq. 9 gives the cohesion formu-

lation, where Yj implies neighboring j th position, Ne represents the neighborhood quantities and Y represents the current

individual’s area. 

B i = 

∑ N e 
j=1 

Q j 

N e 
(8)

G i = 

∑ N e 
j=1 

Y j 

N e 
− Y (9)

Eq. (10) represents attractiveness to food, where the food source is Y + , and the present location is Y . 

F i = Y + − Y (10)

Eq. (11) describes diversion to an enemy, where Y − represents the enemy’s place, and Y represents the individual’s place.

E i = Y − + Y (11)

Two vectors are assessed to change dragonflies location in the exploration phase and their activities are described as :

step ( � Y ) and position ( Y ). 

The step vector shows the dragonfly movement path, which is represented in Eq. (12) . Here, Oi denotes the isolation of

i th entity, p indicates the separation value, a indicates the alignment value, G is the i th cohesion, c is the cohesion value,

B is the individual i th alignment, F i is the food resource, f is the food component, e is the enemy element, w is the inertia

weight, E i is the enemy’s position of the i th entity and t is the iteration counter. 

� Y (t + 1) = (pO i + aB i + cG i + f F i + eE i ) + w � Y (t) (12)

Following the phase vector evaluation, Eq. (13) , manipulates position vectors, where t is the latest iteration. 

Y (t + 1) = Y (t) + � Y (t + 1) (13)

To improve artificial dragonfly’s deterministic efficiency, flying around the exploration space using an arbitrary walk is es-

sential in such situations, Eq. (14) modifies the position of the dragonfly, where z implies location vector and t is the current

state. 

Y (t + 1) = Y (t) + Le v y (z) ∗ Y (t) (14)
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Eq. (15) evaluates Levy flight, where β is a prime factor and r 1, r 2 are arbitrary numbers of [0, 1]. δ is calculated using

Eq. (16) , in which τ ( x ) = ( x − 1 ) . 

Le v y (x ) = 0 . 01 ∗ r 1 ∗ δ

| r 2 | 1 β
(15) 

δ = 

[ 

τ (1 + β) ∗ sin ( πβ
2 

) 

τ (1+ β) ∗
2 

∗ β ∗ 2 

(β−1) 
2 

] 

1 
β

(16) 

4.3. Proposed F-DA algorithm 

Although interesting factual information about the traditional DA algorithm, it has some drawbacks like diminished in-

ternal storage and weak convergence. In the conventional method, dragonfly’s neighborhood is measured by comparing the

current solution to its surrounding solutions. Accordingly, the nearby solutions with minimum distance will be selected as

an optimal neighborhood. The proposed approach selects the neighborhood based on its fitness function f . Initially, the mean

fitness, f ( i ) is determined, and the fitness values that are less than the mean fitness selected as neighborhood. All the other

fitness functions are neglected. Algorithm 1 describes the pseudo-code of the proposed F-DA model. 

Algorithm 1: Proposed F-DA Algorithm. 

Set up the dragonfly population as Y i ( i = 1 , 2 , . . . .n ) 
Set up the step vectors as � Y i ( i = 1 , 2 , . . . .n ) 
while condition is not satisfied do 

Calculate the fireflies’ fitness value 

Upgrade food, enemy 

Upgrade w , e , a , f , c, and s 

Measure B , O , F , E and G using Eq.7 - 11 

Determine mean fitness, f i 
if fitness, f < f i then 

Select it as neighborhoods 

else 
Neglect it 

end 

if dragonfly concerns a neighbor’s dragonfly, then 

Upgrade velocity vector with the aid of Eq. 12 

Upgrade position vector with the aid of Eq. 13 

else 
Upgrade position vector with the aid of Eq.14 

end 

Review and accept new positions, based upon variable thresholds 

end 

5. Results and discussion 

5.1. Simulation mechanism 

To carry out the experimentation process, we used a Windows 10 Operating System laptop with 8 GD RAM. The proposed

disease prediction model implemented in MATLAB R2015a. The operation performed using three datasets attained from the

UCI data repository. Cleveland’s heart data set with 303 instances and 75 attributes. Statlog heart data set with 270 instances

and 13 attributes. Wisconsin Breast Cancer (WBC) data set with 569 cases of cancer, and 32 attributes. 

The implemented disease prediction model distinguished with other traditional methods together with FF [23] , PSO [24] ,

GWO [25] and DA [22] . Specific performance measurements like accuracy, precision, specificity, sensitivity, F1-Score, NPV,

MCC, FNR, FPR, FDR and corresponding results were obtained. 

5.2. Performance evaluation using cleveland dataset 

Fig. 3 determines the performance evaluation of the proposed disease prediction model using the Cleveland dataset

for heart disease. Fig. 3 (a), shows the proposed F-DA model produces better accuracy of 3.7% at 80 th iteration than PSO,

1.23% greater than GWO, and 2.47% greater than DA algorithms. Fig. 3 (b), shows the proposed model for sensitivity at 80 th
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Fig. 3. Performance evaluation of proposed and conventional disease prediction models for different learning percentage using Cleveland Dataset (a) Accu- 

racy (b) Sensitivity (c) Specificity (d) Precision (e) FPR (f) FNR (g) NPV (h) FDR (i) F1-score (j) MCC (k) Graph Legend. 
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Table 1 

Performance measures using the proposed model and traditional models for Cleveland Dataset 

. 

Cleveland Dataset 

Measures FF [23] PSO [24] GWO [25] DA [22] F-DA 

Accuracy 0.78947 0.79139 0.78947 0.7875 0.8444 

Sensitivity 0.37209 0.39535 0.37209 0.3488 0.5116 

Specificity 0.80739 0.80838 0.80739 0.8063 0.8796 

Precision 0.076555 0.08134 0.076555 0.0717 0.3098 

FPR 0.19261 0.19162 0.19261 0.1936 0.1203 

FNR 0.62791 0.60465 0.62791 0.6511 0.4883 

NPV 0.80739 0.80838 0.80739 0.8063 0.8796 

FDR 0.92344 0.91866 0.92344 0.9282 0.6901 

F1_score 0.12698 0.13492 0.12698 0.1190 0.3859 

MCC 0.089126 0.10117 0.089126 0.0770 0.3155 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

iteration is 18%, 22%, 10%, and 20% better than FF, PSO, GWO, and DA algorithms respectively. Also, Fig. 3 (c), shows the

precision at 30 th iteration is 67.2% greater than FF, 62.3% greater than PSO, and 70.49% greater than DA algorithms. In

Fig. 3 (d), the F-DA model shows the results of FPR at 30 th iteration is 68.15%, 67.74%, and 72.22% better than FF, PSO, and

DA algorithms, respectively. 

5.3. Performance evaluation using statlog dataset 

Fig. 4 exhibits the performance analysis of the proposed F-DA model for predicting heart disease using statlog dataset.

Fig. 4 (a), shows the accuracy of the proposed model at 30 th iteration is 3.19% greater than FF, 0.53% greater than PSO, 2.13%

greater than GWO, and 3.72% greater than DA algorithms. In Fig. 4 (b), the sensitivity of the F-DA model at 60 th iteration

is 2.17%, 4.35%, 4.89%, and 8.69% better than FF, PSO, GWO, and DA models, respectively. Fig. 4 (f), presents the FNR of the

proposed model at 30 th iteration is 45.83% better than FF, 8.33% better than PSO, 26.67% better than GWO and 66.67% better

than DA algorithms. Also, from Fig. 4(g), the F-DA model in terms of NPV at 30 th iteration is 1.58% better than FF, 0.53%

better than PSO, 1.05% better than GWO, and 2.11% better than DA algorithms. Thus, the enhancement of the proposed F-DA

model is verified by the attained results. 

5.4. Performance evaluation using wisconsin dataset 

The WBC dataset deployed for predicting breast cancer performance analysis is shown in Fig. 5 . Fig. 5 (a), shows the

accuracy of the adopted F-DA model for 30 th iteration is 40.5% greater than GWO and 43.03% greater than DA algorithms.

Consequently, the specificity of the presented model is shown in Fig. 5 (c) at 45 th iteration is 24.05% better than GWO

and 26.58% better than DA algorithms. Also, from Fig. 5(h), at 30 th iteration, the FDR of the implemented F-DA model is

51.09% greater than GWO and 52.63% greater than DA algorithms. Moreover, Fig. 5(i), exhibits the adopted scheme at 30 th

iteration in terms of F1-score is 91.67% better than GWO and 65% better than DA algorithms. Finally, Fig. 5(j), shows the

proposed method at 30 th iteration for MCC is 37.78% greater than GWO and 33.33% greater than DA algorithms. Therefore,

the improvements in the F-DA technique for weight optimization was substantiated successfully. 

5.5. Overall performance evaluation 

Table 1 gives the overall performance evaluation of the disease prediction for Cleveland dataset. The proposed system ob-

tained an accuracy of 6.96%, 6.7%, 6.96%, and 7.22% better than FF, PSO, GWO, and DA models, respectively. The sensitivity of

the F-DA model is 37.5%, 29.41%, 37.5%, and 46.67% better than FF, PSO, GWO, and DA techniques, respectively. The specificity

of the introduced model is 8.94% greater than FF, 8.81% greater than PSO, 8.94% greater than GWO, and 9.08% greater than

DA algorithms, respectively. Similarly, Table 2 , shows the overall performance evaluation using the statlog dataset, whose

accuracy by F-DA is 0.22% greater than FF, 0.67% greater than PSO, 0.44% greater than GWO and 1.34% greater than DA algo-

rithms, respectively. Consequently, the precision of the adopted model is 1.22% better than FF, 3.75% better than PSO, 2.47%

better than GWO, and 7.79% better than DA algorithms, respectively. Furthermore, the FPR of the implemented F-DA scheme

is 0.75% greater than FF, 2.2% greater than PSO, 1.48% greater than GWO, and 4.32% greater than DA algorithms, respectively.

Moreover, Table 3 , shows the disease prediction using the Wisconsin dataset, whose NPV values of the F-DA based scheme

is 23.87%, 24.06%, 23.87%, 24.06% better than FF, PSO, GWO and DA algorithms, respectively. The FDR of the improved F-DA

model is 77.56%, 77.67%, 77.56%, and 77.67% greater than FF, PSO, GWO and DA algorithms, respectively. Finally, the F1-score

of the implemented model is 91.38% better than FF, 91.95% better than PSO, 91.38% better than GWO, and 91.95% better

than DA algorithms. The time comparison of various models is shown in Fig. 6 . Hence, from the attained outcomes, it has

been clearly shown that the proposed F-DA method can offer better performance on hidden neuron optimization in DBN for

disease prediction than previous state-of-the-art methodologies. 
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Fig. 4. Performance evaluation of proposed and conventional disease prediction models for different learning percentage using Statlog Dataset (a) Accuracy 

(b) Sensitivity (c) Specificity (d) Precision (e) FPR (f) FNR (g) NPV (h) FDR (i) F1-score (j) MCC (k) Graph Legend. 
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Fig. 5. Performance evaluation of proposed and conventional disease prediction models for different learning percentage using Wisconsin Dataset (a) 

Accuracy (b) Sensitivity (c) Specificity (d) Precision (e) FPR (f) FNR (g) NPV (h) FDR (i) F1-score (j) MCC (k) Graph Legend. 
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Table 2 

Performance evaluation of the proposed model and traditional models using Statlog Dataset . 

Statlog Dataset 

Measures FF [23] PSO [24] GWO [25] DA [22] F-DA 

Accuracy 0.86316 0.85933 0.86124 0.8535 0.8650 

Sensitivity 0.9011 0.87912 0.89011 0.8461 0.9120 

Specificity 0.85954 0.85744 0.85849 0.8543 0.8605 

Precision 0.37963 0.37037 0.375 0.3564 0.3842 

FPR 0.14046 0.14256 0.14151 0.1457 0.1394 

FNR 0.098901 0.12088 0.10989 0.1538 0.0879 

NPV 0.85954 0.85744 0.85849 0.8543 0.8605 

FDR 0.62037 0.62963 0.625 0.6435 0.6157 

F1_score 0.5342 0.52117 0.52769 0.5016 0.5407 

MCC 0.52963 0.51286 0.52124 0.4877 0.5380 

Table 3 

Performance evaluation of the proposed model and traditional models using Wisconsin Dataset. 

Wisconsin Dataset 

Measures FF [23] PSO [24] GWO [25] DA [22] F-DA 

Accuracy 0.6516 0.6497 0.6516 0.6497 0.9559 

Sensitivity 0.0862 0.0804 0.0862 0.0804 1 

Specificity 0.7646 0.7634 0.7646 0.7634 0.9471 

Precision 0.0681 0.0636 0.0681 0.0636 0.7909 

FPR 0.2353 0.2365 0.2353 0.2365 0.0528 

FNR 0.9137 0.9195 0.9137 0.9195 0 

NPV 0.7646 0.7634 0.7646 0.7634 0.9471 

FDR 0.9318 0.9363 0.9318 0.9363 0.2090 

F1_score 0.0761 0.0710 0.0761 0.0710 0.8832 

MCC -.1363 -.1426 -.1363 -.1426 0.8655 

Fig. 6. The time comparison of various models. 

 

 

 

 

 

 

6. Conclusion 

The proposed disease prediction model is made up of three phases, namely (i) data cleaning (ii) feature extraction, and

(iii) classification. The main contribution lies in its use of a modified Dragonfly Algorithm coined as F-DA to optimally tune

multiplied weights and ensure that the error among the actual and predicted output is minimized. The model has also been

experimentally analyzed against traditional state-of-the-art approaches. The results reveal the superiority of the proposed

model yielding enhanced resultant accuracy of 6.96% higher than FF, 6.7% greater than PSO, 6.96% greater than GWO, and

7.22% greater than the DA algorithms, respectively. Moreover, the sensitivity of the F-DA model is observed to be 37.5%
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better than FF, 29.41% better than PSO, 37.5% better than GWO, and 46.67% better than DA algorithms, respectively. The

results thus justify the effectiveness of the proposed method in disease prediction. Although the results are promising, the

datasets being used are relatively smaller in comparison to the big data culture predominant in the present day and age.

Thus, the research’s future path will be to test the proposed model on large-high-quality datasets to check the effectiveness

and reliability of the proposed model. 
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