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ABSTRACT

Existing general clinical natural language processing (NLP) systems such as MetaMap and Clinical Text Analysis

and Knowledge Extraction System have been successfully applied to information extraction from clinical text.

However, end users often have to customize existing systems for their individual tasks, which can require sub-

stantial NLP skills. Here we present CLAMP (Clinical Language Annotation, Modeling, and Processing), a newly

developed clinical NLP toolkit that provides not only state-of-the-art NLP components, but also a user-friendly

graphic user interface that can help users quickly build customized NLP pipelines for their individual applications.

Our evaluation shows that the CLAMP default pipeline achieved good performance on named entity recognition

and concept encoding. We also demonstrate the efficiency of the CLAMP graphic user interface in building cus-

tomized, high-performance NLP pipelines with 2 use cases, extracting smoking status and lab test values. CLAMP

is publicly available for research use, and we believe it is a unique asset for the clinical NLP community.

Key words: natural language processing, machine learning, clinical text processing

INTRODUCTION

In the medical domain, clinical documents contain rich information

needed for both clinical research and daily practice.1 Natural lan-

guage processing (NLP) technologies play an important role in

unlocking patient information from clinical narratives. Several

general-purpose NLP systems have been developed to process clini-

cal text, including Clinical Text Analysis and Knowledge Extraction

System (cTAKES),2 MetaMap3/MetaMap Lite,4 and Medical Lan-

guage Extraction and Encoding System.5 These systems can extract

diverse types of clinical information and have been successfully ap-

plied to many information extraction tasks, such as detection of

smoking status6 and identification of respiratory findings7 and sus-

picious breast cancer lesions.8 In addition, many NLP systems have

been developed to extract specific types of information from clinical

text, eg, medication information extraction systems,9 temporal in-

formation extraction tools, and deidentification systems.10–13

Despite the success of current NLP systems, studies have shown

that it takes substantial effort for end users to adopt existing NLP

systems.14 Furthermore, users often report reduced performance

when an existing system is applied without customization beyond its

original purpose, eg, when moving to a different institution, differ-

ent types of clinical notes, or a different application.15 For machine

learning–based NLP systems, statistical models may have to be

retrained using target domain data to achieve desired performance,

due to differences between the target domain and the original do-

main.16 The effort of customizing existing NLP systems for individ-

ual applications is nontrivial and often requires substantial NLP

knowledge and skills, which could be challenging in settings with
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limited NLP expertise. This prevents the widespread adoption of

NLP technologies in the medical domain.

To address this problem, we have developed a new clinical NLP

toolkit called CLAMP (Clinical Language Annotation, Modeling,

and Processing), which provides not only state-of-the-art NLP mod-

ules, but also an integrated development environment with user-

friendly graphic user interfaces (GUIs) to allow users to quickly

build customized NLP pipelines for individual applications.

METHODS

Architecture, components, and resources
CLAMP is implemented in Java as a desktop application. It builds on

the Apache Unstructured Information Management Architecture
TM

(UIMA) framework17 to maximize its interoperability with other

UIMA-based systems such as cTAKES. CLAMP also supports the

Apache UIMA Asynchronous Scaleout (AS) framework for asyn-

chronous processing in a distributed environment. (UIMA AS is a

flexible and powerful scaleout solution for NLP pipelines main-

tained by the Apache Foundation: https://uima.apache.org/doc-

uimaas-what.html).

CLAMP follows a pipeline-based architecture that decomposes

an NLP system into multiple components. Most CLAMP compo-

nents are built on approaches developed in our lab and proven in

multiple clinical NLP challenges, such as i2b2 (2009 and 2010,

named entity recognition [NER] tasks, ranked no. 2),18,19 Shared

Annotated Resources/Conference and Labs of the Evaluation Forum

(2013 Task 2, abbreviation recognition, ranked no. 1),20 and

SemEVAL (2014 Task 7, encoding to concept unique identifiers

[CUIs] in the Unified Medical Language System [UMLS], ranked no.

1).21 Various technologies, including machine learning–based meth-

ods and rule-based methods, were used when developing these com-

ponents. A list of CLAMP’s available components and their

specifications follows:

• Sentence boundary detection: CLAMP provides both a machine

learning–based sentence detector using OpenNLP22 and a config-

urable rule-based sentence boundary detection component.
• Tokenizer: CLAMP contains 3 types of tokenizers: the machine

learning–based OpenNLP tokenizer, a delimiter-based (eg, white

space) tokenizer, and a rule-based tokenizer with various config-

uration options.
• Part-of-speech tagger: CLAMP implements a machine learning–

based part-of-speech tagger that is retrained on clinical cor-

pora.23

• Section header identification: CLAMP uses a dictionary-based

approach for identifying section headers. We provide a list of

common section headers collected from clinical documents.

Users can extend/optimize the list based on the document types

in their tasks.
• Abbreviation reorganization and disambiguation: CLAMP par-

tially implements the clinical abbreviation recognition and dis-

ambiguation (CARD) framework.20,24,25 Users can specify their

own abbreviation list if needed.
• Named entity recognizer: CLAMP presents 3 different types of

NER approach: (1) a machine learning–based NER component

that uses the conditional random fields (CRF) algorithm in the

CRFSuite library,26 following our proven methods in the 2010

i2b2 challenge19; (2) a dictionary-based NER system with com-

prehensive lexicon collected from multiple resources such as the

UMLS; users can provide their own lexicons and specify options

for dictionary lookup algorithms, such as with or without stem-

ming; and (3) a regular expression-based NER for entities with

common patterns such as dates and phone numbers.
• Assertion and negation: CLAMP provides a machine learning–

based approach for assertion detection that we developed in the

2010 i2b2 challenge, which determines 6 types of assertion: pre-

sent, absent, possible, conditional, hypothetical, and not associ-

ated with the patient. In addition, the rule-based NegEx27

algorithm is also implemented and users can specify additional

negation lexicons and rules.
• UMLS encoder: After an entity is recognized, it can be mapped

to UMLS CUIs using this component (also known as an entity

linking task). The UMLS encoder is built on our top-ranked algo-

rithm in the SemEval-14 challenge, which calculates the similar-

ity of an entity and candidate concepts using the vector space

model.28

• Rule engine: We implemented the Apache Ruta Rule Engine29 in

CLAMP, thus allowing users to add rules before or after the ma-

chine learning algorithms to fine-tune performance. Users can de-

velop Ruta rules by either editing the rule files directly or using

the interface for rule specification.

In addition to the above NLP components, we prepared 338 clin-

ical notes with entity annotations derived from MTSamples,30 a col-

lection of different types of transcribed clinical note examples made

for clinical documentation education, as a test corpus to be co-

released with CLAMP.

GUI development
CLAMP’s GUI was built on top of the Eclipse Framework, which

provides built-in components for developing interactive interfaces.

Figure 1 shows a screenshot of the main interface of CLAMP for

building an NLP pipeline. Built-in NLP components are listed in

the top-left palette, and the corpus management palette is in the

left-middle area. User-defined NLP pipelines are displayed in

the left-bottom palette. The details of each pipeline are displayed in

the center area after users click a pipeline. A pipeline can be visually

created by dragging and dropping components into the middle win-

dow, following specific orders (eg, tokenizer should be before

NER). After selecting the components of a pipeline, users can click

each component to customize its settings. For example, for regular

expression-based or dictionary-based NER components, users can

specify their own regular expression or dictionary files. For machine

learning–based NER, users can swap the default machine learning

model with models trained on local data.

To facilitate building machine learning–based NER modules on

local data, CLAMP provides interfaces for corpus annotation and

model training. We developed a fully functional annotation interface

(by leveraging the brat annotation tool31), which allows users to de-

fine types of entity of interest and annotate them following guide-

lines (see Figure 2 for the annotation interface). After finishing

annotation, users can click the training icon to build CRF models us-

ing the annotated corpus. The system will automatically report its

performance based on user-specified evaluation settings (eg, 5-fold

cross-validation). Figure 3 shows the popup window where users

can select different types of features to build the CRF-based NER

models.

Evaluation
CLAMP is currently available in 2 versions: (1) CLAMP-CMD, a

command line NLP system to extract clinical concepts, built on
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default CLAMP components, and (2) CLAMP-GUI, which provides

the GUI for building customized NLP pipelines. We evaluated

CLAMP-CMD on 2 NLP tasks: (1) an NER task to recognize prob-

lems, treatments, and lab tests, similar to the 2010 i2b2 challenge32;

and (2) a UMLS CUI encoding task for diseases, similar to the 2014

SemEVAL Task 7.28 For the NER task, we included 3 corpora anno-

tated following the guidelines in the i2b2 challenge: (1) the discharge

summaries used in the 2010 i2b2 challenge (i2b2, 871 annotated

notes); (2) a new corpus of outpatient clinic visit notes from the Uni-

versity of Texas Health Science Center at Houston (UTNotes, 1351

notes); and (3) a new corpus of mock clinical documents from

MTSamples, as described in the Methods section (MTSamples, 338

notes). We randomly selected 50 notes from each corpus as the test

sets for evaluating CLAMP-CMD, and combined the remaining

notes for training the CRF-based NER model. Standard measure-

ments of precision (P), recall (R), and F-measure (F1) were reported

for each corpus using both the exact and relaxed matching evalua-

tion scripts in the i2b2 challenge.19

For the UMLS CUIs encoding task, we compared CLAMP-CMD

with MetaMap, MetaMap Lite, and cTAKES using the SemEVAL-

2014 Task 7 corpus, which contains 431 notes. In order to compare

these systems, we limited the CUIs to those in Systematized Nomen-

clature of Medicine – Clinical Terms only and slightly changed the

evaluation criteria: if a CUI is identified by both the gold standard

and a system within the same sentence, we treat it as a true positive,

without considering offsets. As MetaMap and cTAKES sometimes

Figure 1. The user interface for building a pipeline in CLAMP.

Figure 2. The interface in CLAMP for annotating entities and relations.
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output multiple CUIs for one concept, we either selected the one

with the highest score or randomly picked one from CUIs with a

tied score (or no score).

For CLAMP-GUI, we conducted 2 use cases to demonstrate its

efficiency: (1) detect smoking status (past smoker, current smoker,

or nonsmoker), similar to the task in,33 and (2) extract lab test

names and associated values. For smoking status detection, we an-

notated 300 sentences with a smoking keyword; 100 were used to

develop the rule-based system and 200 were used to test the system.

For lab test name/value extraction, we annotated 50 clinic visit notes

and divided them into a development set (25 notes) and a test set (25

notes). Performance of the customized pipelines and development

time using CLAMP-GUI was then reported using the test sets.

RESULTS

Table 1 shows the results of CLAMP-CMD on the NER task across

different corpora. When the relaxed matching criterion was used,

CLAMP-CMD could recognize clinical entities (problems, treat-

ments, and tests) with reasonable F-measures>90% across different

corpora. Table 2 shows the results of different clinical NLP systems

on mapping disease entities to the UMLS CUIs on the SemEVAL-

2014 corpus. CLAMP achieved F-measure superior to MetaMap

and cTAKES, with faster processing speed, although MetaMap Lite

achieved the best F-measure. In Supplementary Table 1, we also re-

port evaluation results of individual CLAMP components (eg,

tokenizer and sentence boundary detector) using existing corpora.

The performance of each component was comparable to the state-

of-the-art results reported by other systems.2,34–36

For smoking status detection, we quickly built a rule-based pipe-

line (�4 h) using CLAMP-GUI, which could detect patients’ smok-

ing status (nonsmoker, current smoker, past smoker) with

accuracies of 0.95, 0.89, and 0.90, respectively. For lab test names/

values, we built a hybrid pipeline that combines machine learning

(eg, CLAMP’s default NER model for lab names) and rules (eg, for

extracting lab values and linking values to names) within approxi-

mately 12 h (8 h of annotation and 4 h of customizing components).

The pipeline contains 8 different components (Sentence Boundary,

Tokenizer, Section Header, POS Tagger, CRF-based NER, Regular

Expression–based NER, Ruta Rule Engine, and Relationship

Connector) and achieved F-measures of 0.98, 0.85, and 0.81 for

recognizing lab test names, values, and their relations in the test

set, respectively. The detailed processes for developing these 2

pipelines were recorded as videos, available at http://clamp.uth.edu/

tutorial.php.

DISCUSSION

GUI-based NLP tools such as General Architecture for Text Engi-

neering37 have been developed and are widely used in the general

domain, but few exist in the medical domain. The main advantage

of CLAMP is that it provides GUIs to allow non-NLP experts to

quickly develop customized clinical information extraction pipelines

using proven state-of-the-art methods, eg, machine learning–based

Figure 3. The interface for selecting features and evaluation options for building machine learning–based NER models using CLAMP.

Table 1. Performance of CLAMP-CMD on the NER task (problem, treatment, and test) across different corpora

Corpus No. of entities State-of-the-art F1 (exact vs relaxed) Exact match Relaxed match

Precision Recall F1 Precision Recall F1

i2b2 72 846 0.85/0.92a 0.89 0.86 0.88 0.96 0.93 0.94

MTSamples 25 531 N/A 0.84 0.81 0.83 0.92 0.89 0.91

UTNotes 124 869 N/A 0.92 0.90 0.91 0.96 0.94 0.95

aThe best performance reported in the shared task.
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NER models. Although there is an increasing trend of applying ma-

chine learning to clinical NLP systems,38,39 widely used systems

such as cTAKES and MetaMap do not provide easy ways to build

machine learning–based models. To the best of our knowledge,

CLAMP is the first comprehensive clinical NLP system that provides

interfaces for building hybrid solutions (machine learning plus rules)

for information extraction. However, such a GUI-based tool also

comes with limitations; eg, some tasks are complex and are difficult

to build through GUIs. To address such issues, we also provide ap-

plication program interfaces for individual components in CLAMP,

so that professional developers can build integrated systems by di-

rectly calling them.

To further facilitate building NLP solutions for end users, we are

developing a library of NLP pipelines for diverse types of clinical in-

formation in CLAMP. For example, if a user wants to extract ejec-

tion fraction information from local text and there is a prebuilt

pipeline for ejection fraction, he/she can just copy the prebuilt pipe-

line to his/her own workspace and start customizing each compo-

nent of the pipeline based on local data, without starting from

scratch, thus saving development time. So far we have devel-

oped>30 pipelines for extracting different types of information

from clinical text, ranging from general pipelines (eg, medication

and signature information) to specific pipelines (eg, smoking status).

CLAMP was developed with interoperability in mind. It can di-

rectly exchange objects with cTAKES via Apache UIMA interfaces.

We have also developed wrappers for displaying MetaMap outputs

in CLAMP and for integrating CLAMP with other NLP frameworks

such as Leo.40 Our future work includes developing more NLP com-

ponents (eg, syntactic parsing and relation extraction), improving

GUIs by conducing formal usability testing, normalizing its outputs

to common data models such as those of the Observational Medical

Outcomes Partnership,41 as well as expanding the library of NLP

pipelines for different information extraction tasks.

CLAMP is currently freely available for research use at http://

clamp.uth.edu. To develop a sustainable model for continuing its de-

velopment and maintenance, we are evaluating a paid licensing

model for industrial use. Since its release in 2016, there have

been>160 downloads by>120 academic institutions and industrial

entities.

CONCLUSION

CLAMP integrates proven state-of-the-art NLP algorithms and user-

friendly interfaces to facilitate efficient building of customized NLP

pipelines for diverse clinical applications. We believe it will comple-

ment existing clinical NLP systems and help accelerate the adoption

of NLP in clinical research and practice.
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