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Abstract

Visual working memory is often characterized as a discrete system, where an item is either stored 

in memory or it is lost completely. As this theory predicts, increasing memory load primarily 

affects the probability that an item is in memory. However, the precision of items successfully 

stored in memory also decreases with memory load. The prominent explanation for this effect is 

the “slots-plus-averaging” model, which proposes that an item can be stored in replicate across 

multiple memory slots. Here, however, precision declined with set size even in iconic memory 

tasks that did not require working memory storage, ruling out such storage accounts. Moreover, 

whereas the slots-plus-averaging model predicts that precision effects should plateau at working 

memory capacity limits, precision continued to decline well beyond these limits in an iconic 

memory task, where the number of items available at test was far greater than working memory 

capacity. Precision also declined in tasks that did not require study items to be encoded 

simultaneously, ruling out perceptual limitations as the cause of set size effects on memory 

precision. Taken together, these results imply that set size effects on working memory precision do 

not stem from working memory storage processes, such as an averaging of slots, and are not due to 

perceptual limitations. This rejection of the prominent slots-plus-averaging model has implications 

for how contemporary models of discrete capacities theories can be improved, and how they might 

be rejected.
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Visual working memory underlies our ability to remember visual information over periods 

of seconds. This storage system is severely capacity-limited: whereas a few items can be 

held in mind with very high accuracy, as the number of to-be-remembered items increases, 

memory accuracy declines precipitously (Luck & Vogel, 1997). This limitation is often 

characterized as a discrete capacity limit, such that a discrete number of studied items can be 

retained with very high precision, but information about all other items fails to be stored. 

The idea of a discrete working memory capacity limit has a long history (e.g. Cowan, 1995; 

Luck & Vogel, 1997; Miller, 1956), and recent evidence for such a limit has been observed 

in studies of receiver operating characteristic curves (Rouder et al., 2008), reaction time 

Corresponding author: prattems@gmail.com, 662-325-7654, Mississippi State University; P.O. Box 6161; Mississippi State, MS 
39762. 

HHS Public Access
Author manuscript
Atten Percept Psychophys. Author manuscript; available in PMC 2021 August 01.

Published in final edited form as:
Atten Percept Psychophys. 2020 August ; 82(6): 1–13. doi:10.3758/s13414-019-01902-5.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



distributions (Donkin, Nosofsky, Gold, & Shiffrin, 2013; Nosofsky & Donkin, 2016), 

distributions of confidence ratings (Pratte, 2019), and distributions of memory errors (Adam, 

Vogel, & Awh, 2017; Nosofsky & Gold, 2017; Rouder, Thiele, Province, Cusumano, & 

Cowan, submitted).

Zhang and Luck (2008) provided what has been taken as some of the most compelling 

evidence for the existence of a discrete, item-based capacity limit. In their experiments 

participants studied various numbers of colored squares and, after a brief delay, reported the 

color of a probed square on a continuous color scale. Discrete capacity theories predict that 

when the set size of a study array is below a person’s memory capacity, performance on this 

delayed-estimation task should be high and should not depend on how many items are to be 

remembered. When the set size surpasses a person’s capacity limit, only a subset of the 

items will be successfully stored. Consequently, the theory predicts that responses will 

follow a mixture of accurate in-memory responses, and random guesses. Zhang and Luck 

(2008) developed a mixture model that estimated the probability of items being stored 

successfully, and the precision of responses based on the memory representations of those 

items. Whereas some manipulations affected the precision of responses from memory, such 

as adding external noise to study stimuli, other manipulations affected the storage rate. 

Critically, increasing set size produced decreases in the proportion of in-memory responses 

in a manner predicted by discrete capacity theory.

However, Zhang and Luck (2008) also observed a small but consistent effect of set size on 

the precision of responses generated from memory: Precision initially decreased as set size 

increased from one to three items, but reached an asymptote and remained constant at set 

sizes above three. This effect was not anticipated by existing discrete capacity theories, but 

Zhang & Luck proposed an elegant elaboration of the discrete capacity model to account for 

it. According their “slots-plus-averaging” model, when set size is below a person’s capacity 

limit, multiple copies of an item will be stored in replicate across the free memory slots. For 

example, if your capacity is three, then when shown a single item you will store three copies 

of the item. If these copies are independent of one another, and the reported value is based 

on their average, then the standard deviation of memory representations will increase with 

the square root of set size, until set size equals the capacity limit, where it will asymptote as 

now each item can only be assigned a single slot. Zhang & Luck found that the square-root 

function provided a good characterization of how standard deviation increased with set size, 

and this pattern has been taken as evidence for the idea that visual memories are stored in 

multiple memory slots when the memory load is below capacity, and that these 

representations are averaged when making a response.

Following Zhang & Lucks’s proposal of the slot-plus-averaging model, precision effects as 

predicted by the model were explicitly built into mathematical instantiations of discrete 

capacity models. These developments included models of change-detection (Cowan & 

Rouder, 2009) and of the delayed estimation task (van den Berg, Shin, Chou, George, & Ma, 

2012). These formal slots-plus-averaging models have since often served as the de facto 
models of discrete capacity theory. They have been pivotal in formal model comparison 

studies, several of which have found that this model does not account for data as well as 

other models that do not assume a discrete capacity limit (e.g. van den Berg, Awh, & Ma, 
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2014; van den Berg et al., 2012). However, the notion of averaging slots is not a necessary 

feature of discrete capacity theory, but was an addendum to the theory proposed by Zhang & 

Luck (2008) as an account of set size effects on precision. Consequently, any rejection of the 

formal slots-plus-averaging model may be a rejection of the idea of a discrete capacity limit 

(“slots”) as is often claimed, or it may be a rejection of the notion that items are stored in 

replicate and averaged (“plus averaging”). Although Zhang and Luck (2008) found that a 

square root function provided a good description of how standard deviation increased with 

set size, the idea that multiple copies of an item are independently stored in memory, and 

that these copies can be averaged to produce a response, has not been directly tested.

In Experiment 1 we tested a more general question: Are set size effects on precision due to 

limitations in working memory storage at all, such as an averaging of working memory slots, 

or might they instead reflect limitations at some other stage of processing? Set size effects 

on precision were measured in a working memory condition, and in conditions in which 

retention intervals were brief (33 and 50 ms) such that responses could be made using iconic 

memory (Sperling, 1960). According to standard memory models (e.g., Atkinson & Shiffrin, 

1968), in the iconic memory conditions the cued item can be loaded from iconic into 

working memory at the time of the cue. Performance in this condition should therefore not 

be limited by the need to concurrently store multiple items in working memory. If the effect 

of set size on precision reflects an averaging of slots in working memory, then set size 

should not affect precision in these iconic memory conditions, as the working memory load 

is effectively 1.0 regardless of how many items are studied. Alternatively, if set size effects 

on precision stem from processes other than working memory storage limitations, then 

precision should decline with set size in the iconic memory conditions, just as it does in 

working memory conditions.

Experiments 1a-c

Method

Participants.—All participants were undergraduate students at Mississippi State 

University who participated in exchange for course credit. Forty-eight students participated 

in Experiment 1a (32 female, mean age 20 years), forty-five participated in Experiment 1b 

(26 female, mean age 20), and forty-five participated in Experiment 1c (34 female, mean age 

20 years). Data from participants who did not complete the study were not analyzed (two, 

one and one in Experiments 1a, 1b and 1c, respectively). Each experiment lasted 

approximately one hour. Participants in all studies provided informed consent prior to 

participation, and all studies were approved by the institutional review board at Mississippi 

State University.

Stimuli & Design.—Experiments 1a, 1b and 1c were 2×2 within-subject factorial designs, 

counterbalanced across conditions of set size and retention interval. Each experiment 

included set size two and set size eight conditions. Although the set size effect on precision 

is largest when comparing set size one to higher set sizes, the single-item condition may be 

fundamentally different than all others because there is no need to store the item’s location 

as there is at higher set sizes (Bae & Flombaum, 2013). We therefore used set size two to 
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rule out such differences as an explanation for observed effects. Each experiment included a 

working memory retention interval (1000 ms), and an additional brief retention interval of 0 

ms (Exp. 1a), 33 ms (Exp. 1b) or 50 ms (Exp. 1c). Including both the 1000 ms condition and 

a brief-interval condition within each experiment allowed for within-subject comparisons 

between working memory conditions and each of the brief-interval conditions. Each 

participant completed 150 trials per condition (600 total).

Trials began with an array of colored squares presented for 200 ms on a gray background 

(Figure 1). Stimuli subtended 1° visual angle, and each was located at one of eight evenly 

spaced polar angles along an invisible circle (7° diameter) centered around a central fixation 

point (.4° diameter). The color of each square was chosen randomly from 180 possible 

colors, generated from a circle in the Lab color space (L=70, a=−10, b=30, radius=40). LCD 

Displays were gamma corrected and color calibrated using the Cambridge Research Systems 

ColorCAL MKII colorimeter. For all conditions with a non-zero retention interval (Figure 

1A), a fixation period (33, 50 or 1000 ms) followed the study display, followed by a line cue 

which pointed to a randomly chosen stimulus (1.5° long, 500 ms in duration). A color wheel 

was then shown (spanning from 6° to 7° in diameter, and rotated by a random amount on 

each trial), and participants used the mouse cursor to indicate the color of the cued item. 

During this response period a square was shown at fixation with color that matched that at 

the location of the mouse cursor, and upon making a response (via mouse click) the studied 

stimulus was shown at its original study location and color to provide performance feedback. 

This 500 ms feedback period was followed by a 1000 ms inter-trial interval.

In the “0 ms” retention interval condition of Experiment 1a, the study array and line cue 

were presented simultaniously for 200 ms (Figure 1B). Whereas this timing makes it 

difficult to make a saccade toward the cued stimulus (Walker, Walker, Husain, & Kennard, 

2000), there is ample time for attention to be directed to the item while it is still visible 

(Posner, 1980). Following a 1500 ms retention interval participants indicated the color of the 

cued item and received feedback in the same manner as in other conditions. This longer 

retention interval served to maintain the same stimulus onset asynchrony between the study 

array and the response period, across the 0 ms and 1000 ms conditions in Experiment 1a.

Results

Figure 2 shows response error distributions from Experiment 1b, for the 33 ms (top) and 

1000 ms (bottom) conditions for each set size. The data were analyzed by fitting the Zhang 

and Luck (2008) two-component mixture model using standard maximum likelihood 

procedures. The mixture model assumes that responses arise from a mixture of random 

guesses, which necessarily follow a uniform distribution for circular variables such as color, 

and in-memory responses that follow a von Mises distribution, the circular analogue of the 

normal distribution. The model is governed by two free parameters: the proportion of 

responses that come from memory as opposed to guessing, and the precision of responses 

arising from memory (κ). The lines in Figure 2 show model fits to the data aggregated over 

participants. Although such aggregating can distort the shapes of error distributions when 

participants vary from one another in precision (e.g. the aggregate distribution will be more 
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peaked than any individual), the mixture model nonetheless provides an excellent fit across 

conditions.

For the main analyses the model was fit separately to each condition and participant. 

Average estimates of memory precision from Experiments 1a-c are shown in Figure 3A. The 

precision of working memory, as measured at the 1000 ms retention interval, was lower at 

set size 8 than set size 2 in Experiment 1a (t(45) = 4.34, p < .001, d = 0.64), Experiment 1b 

(t(43) = 5.65, p < .001, d = 0.85) and Experiment 1c (t(43) = 8.64, p < .001, d = 1.30), 

replicating previous results. Memory precision did not decline with set size in the 0 ms 

condition of Experiment 1a (t(45) = 0.55, p = .58, d = 0.08), in which the item cue was 

presented simultaneously with the study display. This lack of an effect was confirmed by 

using a Bayes Factor analogue of the paired t-test (Rouder, Speckman, Sun, Morey, & 

Iverson, 2009, using default scale of 2/2), which suggested that the set size effect on 

precision in the 0 ms condition was 5.41 times more likely to be observed under the null 

model. Critically, however, precision did decline with set size in the iconic memory 

conditions, for both the 33 ms retention interval (Exp. 1b, t(43) = 6.47, p < .001, d = 0.97) 

and the 50 ms retention interval (Exp. 1c, t(43) = 11.42, p < .001, d = 1.72).

A 2×2 repeated-measures ANOVA was also applied within each experiment to examine 

whether the effects of set size and retention interval on memory precision might interact. In 

Experiment 1a, a significant interaction between set size and retention condition (F (1, 45) = 

9.15, p < .01, ηp2 = .17) reflects the presence of a set size effect in the 1000 ms but not the 0 

ms condition. However, whereas in Experiment 1b there were significant main effects of set 

size (2 vs. 8, F (1, 43) = 61.4, p < .001, ηp2 = .59) and retention interval (33 vs. 1000 ms, F (1, 

43) = 22.18, p < .001, ηp2 = .34), the interaction was not significant (F (1, 43) ≈ 0, p = .99, 

ηp2 ≈ 0). This lack of an interaction implies that the effect of set size on precision is not 

significantly different across the 33 ms and 1000 ms conditions. To more rigorously assess 

evidenced for the lack of an interaction, precision values were subtracted across set size 

conditions and the resulting effects subtracted across retention conditions. If there is no 

interaction then the mean of these interaction terms should not differ from zero, and a Bayes 

Factor t-test suggests that these effects are 6.13 times more likely to have come from a 

model with no interaction. The results are similar if a full Bayesian ANOVA is applied to 

these data (Rouder, Morey, Speckman, & Province, 2012, using default priors), according to 

which the data were 4.5 times as likely to have come from a model with only main effects 

than from a model that also allowed for an interaction.

Similar results were found for Experiment 1c, with significant main effects of set size (2 vs. 

8, F (1, 43) = 160.4, p < .001, ηp2 = .79) and retention interval (50 vs. 1000 ms, F (1, 43) = 

15.5, p < .001, ηp2 = .26), but no interaction (F (1, 43) = 0.58, p = .45, ηp2 = .01). A Bayes 

Factor t-test on interaction terms suggests that the data were 4.67 times more likely under a 

model with no interaction. Likewise, the full Bayesian ANOVA suggests that the data were 

3.95 times more likely under a model with only main-effects. The lack of an interaction in 

both Experiments 1b and 1c suggests that the effect of set size on precision is of the same 

magnitude in iconic and working memory conditions. It is important to note that this lack of 
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an interaction is “removable” (Loftus, 1978), such that the interaction could become 

significant under some non-linear transformations of the precision space. However, because 

the main effect of retention interval on precision is extremely small, most transformations 

will do little to change the pattern of results.

Set size and retention interval also affected the probability that items were successfully 

stored in memory (Figure 3B), but in a substantially different way than the effects on 

precision. Repeated measures ANOVAs on these rates within each experiment revealed 

significant interactions between set size and retention interval in Experiment 1a (F (1, 45) = 

125.8, p < .001, ηp2 = .74), Experiment 1b (F (1, 43) = 83.09, p < .001, ηp2 = .54) and 

Experiment 1c (F (1, 43) = 25.34, p < .001, ηp2 = .50). These interactions suggest that set size 

effects on memory rates are larger in the 1000 ms condition than in each of the shorter 

interval conditions. Although there is a significant effect of set size on memory rate in the 33 

ms (Exp. 2b, t(43) = 4.93, p =< .001, d = 0.74) and 50 ms conditions (Exp. 2c, t(43) = 9.60, 

p =< .001, d = 1.45), set size had no effect on the probability of items being in memory in 

the 0 ms condition, when the item cue appeared simultaneously with the study array (Exp 

2a, t(45) = 0.68, p = .50, d = 0.10, BF = 5.02). Taken together, these results imply that the 

capacity of iconic memory is larger than that of working memory (e.g. Pratte, 2018; 

Sperling, 1960), and is larger still if attention can be directed to the probed item while it 

remains in view.

The probability of an item being in memory at set size two was high and fairly constant 

across conditions, but was not 100%. This less-than-perfect rate of memory storage in such 

easy conditions is likely due to something like attentional lapses, rather than true memory 

failures (e.g. Rouder et al., 2008). Therefore, performance in the 0 ms is likely as high as it 

can be at both set size 2 and set size 8, suggesting that memory capacity is at least 8 items 

when attention can be directed toward an item while it remains in view. Likewise, if 

performance at set size two is taken as an estimate of how often participants attended to the 

task, then capacity estimates from set size 8 can be corrected for the probability of attending 

being less than 1.0 (capacity = 8 * p(memory)/p(attending)). The results suggest that the 

capacity of iconic memory is 6.9 items at 33 ms and 6.5 items at 50 ms, and the capacity of 

working memory is 4.6 items (averaged over the 1000 ms conditions). Critically, although 

memory capacity is substantially higher in iconic than in working memory conditions, the 

set size effects on precision were highly similar across these conditions.

Discussion

In working memory conditions (1000 ms retention interval) precision decreased with 

increasing set size, replicating previous results which have been assumed to reflect 

mechanisms of working memory storage (Zhang & Luck, 2008). However, decrements in 

precision were also observed with very brief 33 ms and 50 ms retention intervals, where 

responses could be based on iconic memory, and need not rely on the concurrent storage of 

multiple items in working memory. That the effects of set size on precision were similar in 

the iconic memory and working memory conditions suggests that this effect does not arise 

from working memory storage processes, such as an averaging of slots in working memory.
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Although the set size effect on precision was present even after a mere 33 ms retention 

interval, the effect was alleviated by cuing an item while the study display was still visible in 

the 0 ms condition (Exp. 1a). This result rules out several low-level perceptual effects as 

causes for the set size effect on precision. For example, although attending to a target can 

reduce visual crowding, crowding effects are still large even if attention is directed toward a 

crowded item (Yeshurun & Rashal, 2010). If the set size effect on precision reflected more 

crowding at higher set sizes, then attending to the study item should not have eliminated the 

effect. However, in the 0 ms condition only a single item needed to be attended, encoded, 

stored, and retrieved from memory, such that the lack of a set size effect in this condition 

does not rule out contributions from at any of these processing stages.

Previous evidence for the slots-plus-averaging model rests not only on the existance of a set 

size effect on precision, but also on the nature by which working memory precision declines 

as set size increases. In particular, Zhang and Luck (2008) and others have found that the 

effect of set size on precision plateaus near the typical working memory capacity limit of 

three items. They interpreted this plateau as evidence for the slots-plus-averaging model: at 

set sizes beyond one’s capacity all slots are filled, such that multiple items can not be stored 

in replicate, and the precision effect will level off. Subsequent studies have argued against 

this interpretation, showing for example that the location of the plateau for an individual is 

not predicted by that individual’s particular working memory capacity limit, as would be 

expected by a slots-plus-averaging model (Bays, 2018). Others have failed to find a plateau 

when using a change-detection paradigm (Salmela & Saarinen, 2013), or have argued that it 

is difficult to know whether set size effects on precision actually plateau, or merely follow a 

non-linear function that decelerates but does not necessary stop decreasing (van den Berg & 

Ma, 2014). However, even if set size effects on working memory precision do plateau near 

three items, mechanisms other than an averaging of slots can anticipate such a pattern. In 

particular, if a maximum of three items can be encoded, then a precision effect stemming 

from limitations in encoding, storage or retrieval processes would be expected to level off 

near working memory capacity, as there are never more than three items processed at any of 

these stages.

In Experiment 1 the set size effect on precision was similar in iconic and working memory 

conditions. However, only two set sizes were examined, so it is not clear how precision 

declines with set size when iconic memory is available. For example, if the plateau occurs at 

the capacity of whatever memory system produces the response, then precision should level 

off at a set size well above three items when iconic memory is available. Alternatively, if the 

precision effect plateaus at set size three regardless of what memory systems are being used, 

such a pattern would implicate working memory as playing a role in the effect, even in 

iconic memory conditions. For example, it may be the case that even when a single item is 

probed in the iconic memory conditions, other items in the display are automatically 

encoded and stored as well, until working memory capacity limits are reached (e.g., Lavie, 

1995). Experiment 2 was designed to investigate how precision declines with set size when 

iconic memory can be leveraged, by measuring memory performance across set sizes 2, 4, 6, 

8 and 10, with a brief 100 ms retention interval. If some limitation in working memory is 

what’s causing precision to decline with set size, then the precision effect should still plateau 

near three items, even in iconic memory conditions.
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Experiment 2

Participants

The goal of Experiment 2 was to measure memory performance at several set sizes, 

necessitating several conditions per participant. We therefore utilized a design with fewer 

participants but more trials per participant than Experiment 1, achieved by running each 

participant in several experimental sessions. Seven people (2 female, average age 21 years) 

each participated in three 1-hour sessions, on three different days, in exchange for monetary 

compensation ($10/hr).

Stimuli & Design

Experiment 2 was identical to Experiment 1 with the following exceptions. A retention 

interval of 100 ms (stimulus offset to cue onset) was used throughout the experiment, and set 

size conditions included 2, 4, 6, 8 or 10 items. Item locations were randomly chosen from 10 

evenly spaced locations along an invisible circle. Set size conditions were randomized 

within each session. Each participant completed a total of 300 trials at each set size 

condition across the three experimental sessions.

Results

Estimates of precision are shown in Figure 4A. An ANOVA on precision estimates suggests 

that set size had an overall effect on precision (F (4, 24) = 49.02, p < .001, ηp2 = .89). Follow-

up t-tests indicate that precision declined from each set size to the next, from set sizes 2 to 4 

(t(6) = 4.19, p = .006, d = 1.58), 4 to 6 (t(6) = 5.09, p = .002, d = 1.92), 6 to 8 (t(6) = 3.53, p 
= .012, d = 1.33) and 8 to 10 (t(6) = 3.66, p = .011, d = 1.38). This monotonic decline across 

set sizes 2 to 10 stands in contrast to the pattern predicted by a slots-plus-averaging model, 

according to which set size should have no effect on precision in these iconic memory 

conditions, especially beyond the typical plateau observed near working memory capacity 

limits of three or four items.

The probability of an item being in memory (Figure 4B) was also affected by set size (F (4, 

24) = 10.96, p < .001, ηp2 = .65). Follow-up t-tests indicate that this measure of memory 

capacity did not differ between set size 2 and set size 4 (t(6) = .17, p = .87, d = .07), however 

it did decrease from set sizes 4 to 6 (t(6) = 4.32, p = .005, d = 1.63), 6 to 8 (t(6) = 2.88, p 
= .028, d = 1.09) and 8 to 10 (t(6) = 2.78, p = .032, d = 1.05). Approximately 83% of 

responses in the set size 10 condition were from memory, implying that memory capacity 

was about 8.6 items (after correcting for attentional lapses), consistent with previous 

estimates of iconic memory capacity for color (Bradley & Pearson, 2012; Pratte, 2018). 

Unfortunately, this high capacity means that conditions with more than 10 items may be 

needed to thoroughly determine whether precision asymptotes near the capacity limit of 

iconic memory in iconic memory tasks, or perhaps continues to decline. However, extensive 

work would be needed to study memory at such high set sizes, where effects such as visual 

crowding (Tamber-Rosenau, Fintzi, & Marois, 2015) and errors in interpreting the location 

cue (Bays, Catalao, & Husain, 2009) would likely affect task performance.
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Discussion

In Experiment 2, where a brief retention interval allowed iconic memory to support memory 

reports, precision declined monotonically with set size up to a set size of 10 items. The 

plateau in precision near set size three observed in working memory tasks is therefore not a 

fundamental property of set size effects on precision. Moreover, the lack of a plateau in 

Experiment 2 implies that set size effects on precision in iconic memory conditions are not 

due to working memory limitations. This result lends further support to the conclusion that 

set size effects on precision do not reflect working memory processes, such as an averaging 

of memory slots slots.

There are many stages of processing other than working memory storage that may give rise 

to the set size effects on precision. For example, precision effects may stem from a limitation 

in our ability to perceive multiple items simultaneously at study. For example, inter-item 

competition occurs when multiple stimuli are presented simultaneously, perhaps due to a 

limitation in attending to multiple items at the same time (Desimone & Duncan, 1995). 

Results from the 0 ms condition of Experiment 1, in which a study item was probed while 

still visible, are in line with the idea that set size effects on precision stem from limitations in 

visual perception: when a single item could be attended to at study, there was no longer a set 

size effect on precision. However, this results does not provide strong evidence that 

perceptual limitations cause the set size effect. Although in this condition only a single item 

needed to be attended to during study, it is also the case that only a single item needed to be 

subsequently encoded, stored, retrieved, and reported at test. Therefore, the lack of a 

precision effect in this condition could have resulted from alleviating the multi-item burden 

from any of several processes subsequent to perception.

Experiments 3a–c were designed to directly test the hypothesis that set size effects on 

precision arise from limitations in our ability to perceive multiple items simultaneously 

during study. Study items were presented sequentially, one at a time, in order to minimize 

interference that might result from the need to perceive multiple items simultaneously. 

Several studies have examined working memory under sequential presentation conditions 

(e.g. Ahmad et al., 2017; Gorgoraptis, Catalao, Bays, & Husain, 2011; Kool, Conway, & 

Turk-Browne, 2014; Smyth & Scholey, 1996), but none have examined the conditions 

required to determine whether sequential presentations mitigate set size effects on precision, 

as measured by the Zhang and Luck (2008) mixture model. Sequential presentations are 

thought to minimize the inter-item competition that occurs when multiple stimuli are 

presented simultaneously by eliminating competitive interactions within receptive fields of 

neurons in early visual areas (see Beck & Kastner, 2009). If such perceptual limitations are 

what cause memory precision to decline with set size, then presenting items sequentially 

should eliminate the effect of set size on precision.

Experiments 3a-c

Method

Participants.—In Experiments 3a, 3b and 3c, 30 , 34 and 64 undergraduate students (82 

female, mean age 19 years), respectively, participated in exchange for course credit. Target 
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enrollment was doubled for Experiment 3c as there were fewer trials per participant in this 

experiment, and to increase our ability to find positive evidence for a null effect with the 

Bayesian analysis, which was anticipated by the results of Experiments 3a and 3b. Three 

participants in Experiment 3b and one in Experiment 3c did not complete the experiment 

and their data were excluded from analysis.

Stimuli & Design.—Experiments 3a-c were similar to Experiment 1 with the following 

exceptions. Each experiment was a 2×2 within-subject factorial design with a set size of two 

or four items, and study items were either presented simultaneously as in Experiment 1, or 

sequentially such that each item was presented one at a time (see Figure 5). Experiments 3a-

c differed from one another in the presentation timing of study items. In the simultaneous 

condition of Experiment 3a stimuli were presented simultaneously for 50 ms, each in one of 

8 possible locations, and the test probe was presented after a 1000 ms retention period. In 

the sequential condition each study stimulus was presented for 50 ms one after another, and 

the test probe was presented 1000 ms after the offset of the final study stimulus. Stimulus 

timing for this sequential presentation was modeled after Kool et al. (2014), who failed to 

find set size effects on precision, but did not test set sizes less than three, and did not directly 

compare simultaneous and sequential presentation conditions. We worried, however, that 

with such a rapid presentation the sequential condition may not fully alleviate competition 

between items. In Experiment 3b the stimulus duration was therefore increased to 200 ms. In 

Experiment 3c the presentation was further slowed by inserting a 500 fixation interval 

between successive 200 ms stimulus presentations in the sequential presentation condition 

(shown in Figure 5). Ahmad et al. (2017) recently suggested that this relatively slow design 

is necessary in order for sequential presentations to alleviate inter-item competition at 

encoding (they did compare sequential and simultaneous conditions, but only for a set size 

of two). In addition, in Experiment 3c stimuli were presented in only four possible locations 

(45, 135, 225 or 315°) rather than eight, in order to minimize potential uncertainty regarding 

the location probe, and the number of trials was reduced from 600 to 480 (120 per condition) 

to account for the added study time.

Results

Precision estimates from Experiments 3a-c are shown in Figure 6A. The typical set size 

effect on precision was observed in the simultaneous presentation conditions of Experiment 

3a (t(29) = 4.81, p < .001, d = .88), Experiment 3b (t(30) = 3.23, p < .005, d = .58) and 

Experiment 3c (t(62) = 5.53, p < .001, d = .70). Critically, there were also significant set size 

effects on precision in the sequential presentation conditions of Experiment 3a (t(29) = 4.85, 

p < .001, d = .89), Experiment 3b (t(30) = 2.38, p < .05, d = .43) and Experiment 3c (t(62) = 

2.56, p < .05, d = .32). The presence of set size effects on precision in the sequential 

conditions suggests that these effects do not result from a limitation in our ability to perceive 

and encode multiple items simultaneously.

Repeated-measures ANOVAs were used within each experiment to further examine how the 

set size effect in precision may depend on the sequential vs. simultaneous presentation of 

study items. In Experiment 3a there was a main effect of set size (F (1, 29) = 45.25, p < .001, 

ηp2 = .61), no difference between the simultaneous and sequential presentation conditions (F 
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(1, 29) = 2.00, p = .17, ηp2 = .06), and no interaction (F (1, 29) = 1.05, p = .31, ηp2 = .03). This 

lack of an interaction was supported by the Bayesian t-test on interaction terms (data were 

3.19 times more likely under the null model) and the fully Bayesian ANOVA (data were 

2.54 times more likely under the main-effects model). Whereas in the sequential condition 

of Experiment 3a items were presented for 50 ms each, in Experiment 3b presentation was 

slowed to 200 ms per item to further alleviate inter-item competition at encoding. 

Nonetheless, the results were highly similar: precision decreased significantly with set size 

(F (1, 30) = 11.34, p < .005, ηp2 = .27), and was marginally lower in the simultaneous than 

sequential condition (F (1, 30) = 2.97, p = .10, ηp2 = .09), but there was again no interaction 

between set size and simultaneous/sequential presentation (F (1, 30) = 1.14, p = .29, 

ηp2 = .04). This lack of an interaction was again supported by the Bayesian t-test on 

interaction terms (data were 3.10 times more likely under the null model) and the fully 

Bayesian ANOVA (data were 2.39 times more likely under the main-effects model). In 

Experiment 3c the sequential presentation rate was further slowed to 500 ms per item, and a 

200 ms inter-stimulus interval was inserted between each item. In addition to a main effect 

of set size (F (1, 62) = 27.99, p < .001, ηp2 = .31), this extremely slow design produced a main 

effect of simultaneous vs. sequential presentation conditions on precision (F (1, 62) = 12.0, p 

< .001, ηp2 = .16). Overall higher memory precision in this slow sequential presentation 

condition suggests that this design effectively alleviated some of the cost of perceiving and 

encoding multiple items simultaneously. However, the interaction between set size and 

simultaneous/sequential condition was again not significant (F (1, 62) = 1.21, p = .28, 

ηp2 = .02). And again, the lack of an interaction was supported by the Bayesian t-test on 

interaction terms (data were 4.08 times more likely under the null model) and the fully 

Bayesian ANOVA (data were 3.12 times more likely under the main-effects model). In each 

of Experiments 3a-c, presenting items sequentially rather than simultaneously did nothing to 

alleviate the effect of set size on memory precision.

Figure 6B shows estimates of the probability that items were in memory for each condition 

in Experiments 3a-c. A repeated-measures ANOVA on the rates from Experiment 3a 

suggests a main effect of set size (F (1, 29) = 48.12, p < .001, ηp2 = .62), a main effect of 

simultaneous verses sequential presentation (F (1, 29) = 26.87, p < .001, ηp2 = .48), and an 

interaction (F (1, 29) = 9.45, p < .005, ηp2 = .25). The smaller number of remembered items in 

the sequential condition replicates previous results, and may reflect a loss of early items as 

later ones are stored (Kool et al., 2014). This pattern of main effects and an interaction was 

replicated in Experiments 3b and 3c.

Discussion

Studying stimuli one at a time should minimize interference that results from having to 

perceive multiple items simultaneously. Indeed, the sequential presentation of study items 

led to significantly higher precision in Experiment 3c and a marginally significant increase 

in Experiment 3b. If the effect of set size on precision was due to limitations in perceiving or 

encoding multiple items simultaneously, then presenting items sequentially should have 

eliminated these set size effects. However, the results of Experiments 3a, 3b and 3c suggest 
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that the effect of set size on precision is present, and is of similar magnitude, regardless of 

whether stimuli are studied simultaneously or one at a time. Taken together, the results of 

Experiments 3a-c rule out limitations in perceiving multiple items simultaneously as a viable 

explanation for the effect of set size on precision.

General Discussion

Zhang and Luck (2008) found that increasing set size primarily led to increased guessing in 

visual working memory. However, when set sizes were below the typical working memory 

capacity limit of 4 items, the precision of items successfully stored in memory also declined 

as set size was increased. Zhang & Luck accounted for this pattern by proposing that when 

the number of to-be-remembered items is below capacity, multiple independent copies of 

each item can be stored and then averaged at retrieval, producing increased precision at 

small set sizes. Whereas this “slots plus averaging” model has since served as the standard 

discrete-capacity model of working memory in many formal model comparison studies (e.g. 

Cowan & Rouder, 2009; Pratte, Park, Rademaker, & Tong, 2017; Taylor & Bays, 2018; van 

den Berg et al., 2014; van den Berg et al., 2012), here we considered the possibility that 

precision effects do not reflect working memory storage at all. In Experiment 1 precision 

declined with set size in iconic memory conditions that did not require multiple items to be 

concurrently stored in working memory. In the iconic memory task of Experiment 2, in 

which more than 8 items were in memory at the time of retrieval, precision decline 

monotonically up to set size 10, well past typical working memory capacity limits. The 

manner by which precision declines with set size therefore depends on the retention interval, 

and the often-observed plateau near three or four items is not a fundamental feature of how 

precision declines with set size. Taken together, these results suggest that precision effects 

are not due to working memory storage processes, such as an averaging of working memory 

slots.

The results of Experiment 1 futher suggest that precision declines with set size by the same 

amount under iconic and working memory conditions. One possible explination for this 

result is that these set size effects result from limitations in simultaneously perceiving 

multiple items at study, as such limitations would affect performanace on any subsequent 

test that relied on the initial perception. Such inter-item competition can be observed in both 

behavior and neural activity, and is often attributed to a limited pool of attention resources 

(Desimone & Duncan, 1995). In Experiments 3a-c the need to perceive multiple items 

simultaneously was alleviated by presenting study items one at a time. However, this 

sequential presentation did nothing to mitigate the set size effect on precision. It is posslble 

that there are perceptual effects that are not alleviated by sequential presentation, such as the 

perception of a later item in the sequence being influenced by the current contents of 

memory. However, a recent study suggests that a stimulus in memory and one viewed during 

the retention interval do not impact one another as they do when both stimuli are viewed 

simultaniously (Bloem, Watanabe, Kibbe, & Ling, 2018). A sequential presentation should 

therefore be sufficient to mitigate perceptual phenomenon that occur with multi-item 

displays. Consequently, set size effects on precision can not be explained by low-level 

perceptual effects during study.
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The results of Experiments 1–3 provide boundary conditions on what might be causing 

precision to decline with set size. However, even within a discrete capacity framework there 

remain numerous possible causes for these effects on precision. For example, Nassar, 

Helmers, and Frank (2018) recently showed that participants can use a chucking strategy 

whereby similar colors in a display are grouped together in memory, and that under some 

conditions this strategy might cause precision to decline with set size. It is not clear why 

such a strategy would be used in iconic memory conditions, where we nonetheless observe a 

set size effect on precision. It is possible that automatic chunking processes also exist and 

cause precision to decline with set size in iconic memory conditions, however, the sequential 

presentation in Experiment 3 should have at least lessened the influence of such processes. 

In addition to limitations at encoding, retrieval processes may play a role. When the item 

probe appears, it must be interpreted and used to select one of several items currently held in 

iconic or working memory. There are known costs associated with the process of 

withdrawing attention from irrelevant information in an effort to focus attention on a cued 

item (e.g. Posner, 1980). It is also clear that attention plays a central role in working memory 

(Fougnie, 2008; Gaspar, Christie, Prime, Jolicœur, & McDonald, 2016) and iconic memory 

(Mack, Erol, & Clarke, 2015; Persuh, Genzer, & Melara, 2012), and attending to an item in 

memory may employ similar mechanisms as selecting a viewed target among distractors. 

Such a retrieval limitation would explain why set size effects plateau in working memory but 

not iconic memory conditions: in working memory conditions there are only a few items 

available to retrieve regardless of set size, whereas there are far more in iconic memory 

conditions, such that interference continues to grow well past set sizes near three. This 

account does not, however, explain why precision declines only marginally across the iconic 

memory and working memory conditions in Experiments 1b and 1c, replicating previous 

findings that longer retention intervals primarily affect the probability that items are stored 

in memory at all (Pratte, 2018, 2019). Although there may be limitations at perception, 

encoding, storage and retrieval that play a role in causing precision to decline with set size, 

no one process seems an obvious candidate to fully explain the observed effects.

Here we tested the idea that memory precision, as measured by the Zhang & Luck (2008) 

mixture model, decreases with set size due to an averaging of working memory slots. Our 

results provide evidence against the notion of slot-averaging, but the degree to which it is 

nonetheless important to characterize these precision effects depends on whether precision, 

as measured by the Zhang & Luck mixture model, provides a meaningful measure of 

memory performance. For example, whereas the Zhang & Luck mixture model assumes that 

responses from memory follow a Von Mises distribution, a circular analogue of the normal 

distribution, it has been argued that other distributions provide a more accurate account. For 

example, even if responses on any particular trial follow a von Mises, the existance of trial-

to-trial variability in the precision of that distribution, such as due to differences in stimulus 

properties across trials (Bae, Allred, Wilson, & Flombaum, 2014; Pratte et al., 2017), 

fluctuations in available resources (van den Berg et al., 2012), or variabilty in memory decay 

(Fougnie, Suchow, & Alvarez, 2012), will produce aggregate disributions that deviate 

substantially from a von Mises distribution. It has also been suggest that in-memory 

distributions deviate so much from normality that non-parametric approaches, which make 

few assumptions about the distributional form, should be used (Bays, 2016). Critically, such 
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alternative distributional assumptions will yield different estimates of precision across 

conditions, such that attempting to characterize how precision varies with set size will 

require careful consideration of other ongoing questions, such as how to best measure 

memory precision in the first place.

In addition to critiques of particular distributional assumptions within the Zhang & Luck 

mixture model, it has been argued that the entire notation of a discrete working memory 

capacity limit is incorrect, and that the mixture model is therefore altogether misguided. A 

prominent alternative proposes that working memory is limited not by a fixed number of 

items, but by a limited pool of memory resources that must be shared across items (Bays & 

Husain, 2008; van den Berg et al., 2012; Wilken & Ma, 2004). These continuous resource 

theories propose that memory performance should only be characterized by a unitary 

measure, and that estimated mixture model parameters (precision and guess rate) provide 

uninterpretable estimates of this single construct. The debate between continuous resource 

and discrete capacity theories is ongoing (Luck & Vogel, 2013; Ma, Husain, & Bays, 2014), 

and we believe it is premature to take any particular statistical measure of working memory 

performance too seriously. However, examining whether predictions of a particular theory 

(slots-plus-averaging) hold when using that theory’s own analysis tools (the mixture model) 

provides a powerful way to test the theory. This approach has recently been referred to as 

assessing the “self-consistancy” of a theory and its coressponding mathematical instantition 

(Bays, 2018). When the theoretical predictions fail to hold, as is the case here, then either 

the particular aspects of the theory that led to the predictions, or the entire theory, should be 

rejected. The results here suggest that the plus-averaging aspect of the slots-plus-averaging 

model should be rejected. However, our results do not necessarily imply a rejection of the 

broader idea of a discrete capacity limit.

Rejecting the “plus-averaging” component of the slots-plus-averaging model has 

implications for previous attempts to compare discrete capacity theory with continuous 

resource theories. Formal instantiations of the Zhang and Luck (2008) slots-plus-averaging 

model are remarkably parsimonious, accounting for data across any number of set size 

conditions with only two parameters: capacity, and the precision of a single memory slot. 

However, if precision decrements do not result from an averaging of slots or other memory 

storage processes, then there is little reason to expect the standard deviation of in-memory 

responses to follow a square root function of set size as these models assume (c.f. Smith, 

Corbett, Lilburn, & Kyllingsbaek, 2018). On one hand, abandoning the “plus averaging” 

aspect of the model does away with some of the parsimony that may have played an 

important role in cases where it was successful (e.g. Cowan & Rouder, 2009). On the other 

hand, these formal slots-plus-averaging models have therefore been inappropriately 

constrained by the “plus averaging” assumption, such that evidence against them (e.g. van 

den Berg et al., 2012) might have reflected this incorrect assumption rather than core tenets 

of discrete capacity theories. The idea of a discrete working memory capacity limit has a 

long history (Miller, 1956), and Zhang and Luck (2008) added the “plus averaging” 

assumption to this more general theory in light of new data. If the slots-plus-averaging 

model is rejected due to the “plus averaging” assumption, but not necessarily the “slots” part 

of the model, then such results do not necessarily say anything about the core prediction of 
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discrete capacity theory: that there is pure guessing when set sizes are greater than a 

person’s capacity.

To meaningfully compare memory theories by comparing formal mathematical models, it is 

necessary that the models faithfully represent their respective theories, and that rejections of 

a model are due to reasons that are central to the theory, and not to a rejection of ancillary 

assumptions. Unfortunately, however, if slots are not averaged then the slots-plus-averaging 

model does not provide a good instantiation of the more general discrete capacity theory. 

Moreover, previous rejections of the slots-plus-averaging model may reflect rejections of the 

ancillary assumption of slot-averaging, rather than core tenants of discrete capacity theory. 

Going forward, comparing discrete-capacity and continuous-resource models may continue 

to be a critical avenue toward understanding working memory. Doing so fruitfully, however, 

will require a continued development of both discrete and continuous models, to ensure that 

they are well specified and represent the theories upon which they are based.

Acknowledgments

Many thanks to Zach Buchanan, Hali Palmer, Marshall Green, Conne George, Mukhunth Raghavan, Anna Dickson 
and Sydney Jaymes for assistance with data collection. This work was supported by National Institutes of Health 
(NIMH) grant R15MH113075.

References

Adam KC, Vogel EK, & Awh E (2017). Clear evidence for item limits in visual working memory. 
Cognitive Psychology, 97, 79–97. doi:10.1016/j.cogpsych.2017.07.001 [PubMed: 28734172] 

Ahmad J, Swan G, Bowman H, Wyble B, Nobre AC, Shapiro KL, & McNab F (2017). Competitive 
interactions affect working memory performance for both simultaneous and sequential stimulus 
presentation. Scientific Reports, 7 (1). doi:10.1038/s41598-017-05011-x

Atkinson RC & Shiffrin RM (1968). Human Memory: A Proposed System and its Control Processes. 
Psychology of Learning and Motivation - Advances in Research and Theory, 2 (100), 89–195. 
doi:10.1016/S0079-7421(08)60422-3

Bae GY, Allred SR, Wilson C, & Flombaum JI (2014). Stimulus-specific variability in color working 
memory with delayed estimation. Journal of Vision, 14 (4), 1–23. doi:10.1167/14.4.7.doi

Bae GY & Flombaum JI (2013). Two items remembered as precisely as one: how integral features can 
improve visual working memory. Psychological science, 24 (10), 2038–47. 
doi:10.1177/0956797613484938. arXiv: arXiv:1003.5249 [PubMed: 23938276] 

Bays PM (2016). Evaluating and excluding swap errors in analogue tests of working memory. 
Scientific Reports, 6. doi:10.1038/srep19203

Bays PM (2018). Failure of self-consistency in the discrete resource model of visual working memory. 
Cognitive Psychology, 105, 1–8. doi:10.1016/j.cogpsych.2018.05.002 [PubMed: 29874628] 

Bays PM, Catalao RFG, & Husain M (2009). The precision of visual working memory is set by 
allocation of a shared resource. Journal of Vision, 9 (10), 7–7. doi:10.1167/9.10.7

Bays PM & Husain M (2008). Dynamic Shifts of Limited Working Memory Resources in Human 
Vision. Science, 321 (25), 851–854. doi:10.1126/science.ll60575 [PubMed: 18687968] 

Beck DM & Kastner S (2009). Top-down and bottom-up mechanisms in biasing competition in the 
human brain. Vision Research, 49 (10), 1154–1165. doi:10.1016/j.visres.2008.07.012 [PubMed: 
18694779] 

Bloem IM, Watanabe YL, Kibbe MM, & Ling S (2018). Visual Memories Bypass Normalization. 
Psychological science, 29 (5), 845–856. doi:10.1177/0956797617747091 [PubMed: 29596038] 

Bradley C & Pearson J (2012). The sensory components of high-capacity iconic memory and visual 
working memory. Frontiers in Psychology, 3. doi:10.3389/fpsyg.2012.00355

Pratte Page 15

Atten Percept Psychophys. Author manuscript; available in PMC 2021 August 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Cowan N (1995). Attention and memory: An integrated framework. New York: Oxford University 
Press. doi:10.1093/acprof:oso/9780195119107.001.0001

Cowan N & Rouder JN (2009). Comment on “Dynamic Shifts of Limited Working Memory Resources 
in Human Vision”. Science, 323 (5916), 877. doi:10.1126/science.1166478

Desimone R & Duncan J (1995). Neural Mechanisms of Selective Visual Attention. Annual Review of 
Neuroscience, 18, 193–222. doi:10.1146/annurev.ne.18.030195.001205

Donkin C, Nosofsky RM, Gold JM, & Shiffrin RM (2013). Discrete-slots models of visual working-
memory response times. Psychological Review, 120 (4), 873–902. doi:10.1037/a0034247. arXiv: 
NIHMS150003 [PubMed: 24015956] 

Fougnie D (2008). The relationship between attention and working memory. In New research on short-
term memory (pp. 1–45). doi:10.3389/conf.fnhum.2011.207.00576

Fougnie D, Suchow JW, & Alvarez GA (2012). Variability in the quality of visual working memory. 
Nature Communications, 3, 1229. doi:10.1038/ncomms2237. arXiv: 15334406

Gaspar JM, Christie GJ, Prime DJ, Jolicœur P, & McDonald JJ (2016). Inability to suppress salient 
distractors predicts low visual working memory capacity. Proceedings of the National Academy of 
Sciences, 113 (13), 3693–3698. doi:10.1073/pnas.1523471113

Gorgoraptis N, Catalao RFG, Bays PM, & Husain M (2011). Dynamic Updating of Working Memory 
Resources for Visual Objects. Journal of Neuroscience, 31 (23), 8502–8511. doi:10.1523/
JNEUROSCI.0208-11.2011 [PubMed: 21653854] 

Kool W, Conway ARA, & Turk-Browne NB (2014). Sequential dynamics in visual short-term 
memory. Attention, Perception, & Psychophysics, 76 (7), 1885–1901. doi:10.3758/
s13414-014-0755-7

Lavie N (1995). Perceptual Load as a Necessary Condition for Selective Attention. Journal of 
Experimental Psychology: Human Perception and Performance, 21 (3), 451–468. 
doi:10.1037/0096-1523.21.3.451 [PubMed: 7790827] 

Loftus GR (1978). On interpretation of interactions. Memory & Cognition, 6, 312–319. doi:10.3758/
BF03197461

Luck SJ & Vogel EK (1997). The capacity of visual working memory for features and conjunctions. 
Nature, 390 (6657), 279–81. doi:10.1038/36846 [PubMed: 9384378] 

Luck SJ & Vogel EK (2013). Visual working memory capacity: From psychophysics and neurobiology 
to individual differences. Trends in Cognitive Sciences, 17 (8), 391–400. doi:10.1016/
j.tics.2013.06.006 [PubMed: 23850263] 

Ma WJ, Husain M, & Bays PM (2014). Changing concepts of working memory. Nature Neuroscience, 
17 (3), 347–356. doi:10.1038/nn.3655 [PubMed: 24569831] 

Mack A, Erol M, & Clarke J (2015). Iconic memory is not a case of attention-free awareness. 
Consciousness and Cognition, 33, 291–299. doi:10.1016/j.concog.2014.12.016 [PubMed: 
25681698] 

Miller GA (1956). The Magical Number Seven, Plus of Minus Two: Some Limites on out Capacity for 
Processing Information. Psychological Review, 65 (2), 81–97. doi:10.1037/h0043158

Nassar MR, Helmers JC, & Frank MJ (2018). Chunking as a rational strategy for lossy data 
compression in visual working memory. Psychological Review, 125 (4), 486–511. doi:10.1037/
rev0000101 [PubMed: 29952621] 

Nosofsky RM & Donkin C (2016). Response-time evidence for mixed memory states in a sequential-
presentation change-detection task. Cognitive Psychology, 84, 31–62. doi:10.1016/
j.cogpsych.2015.11.001 [PubMed: 26706291] 

Nosofsky RM & Gold JM (2017). Biased Guessing in a Complete-Identification Visual-Working-
Memory Task: Further Evidence for Mixed-State Models. Journal of Experimental Psychology: 
Human Perception and Performance, 44 (4), 603–625. doi:10.1037/xhp0000482 [PubMed: 
29035074] 

Persuh M, Genzer B, & Melara RD (2012). Iconic memory requires attention. Frontiers in Human 
Neuroscience, 6, 126. doi:10.3389/fnhum.2012.00126 [PubMed: 22586389] 

Posner MI (1980). Orienting of attention. Quarterly Journal of Experimental Psychology, 32 (1), 3–25. 
doi:10.1080/00335558008248231. arXiv: arXiv:1011.1669v3 [PubMed: 7367577] 

Pratte Page 16

Atten Percept Psychophys. Author manuscript; available in PMC 2021 August 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Pratte MS (2018). Iconic Memories Die a Sudden Death. Psychological Science, 29 (6), 877–887. 
doi:10.1177/0956797617747118 [PubMed: 29671682] 

Pratte MS (2019). Swap errors in spatial working memory are guesses. Psychonomic Bulletin and 
Review, 26, 958–966. doi:10.3758/s13423-018-1524-8 [PubMed: 30242631] 

Pratte MS, Park YE, Rademaker RL, & Tong F (2017). Accounting for stimulus-specific variation in 
precision reveals a discrete capacity limit in visual working memory. Journal of Experimental 
Psychology: Human Perception and Performance, 43 (1), 6–17. doi:10.1037/xhp0000302 
[PubMed: 28004957] 

Rouder JN, Morey RD, Speckman PL, & Province JM (2012). Default Bayes factors for ANOVA 
designs. Journal of Mathematical Psychology, 56 (5), 356–374. doi:10.1016/j.jmp.2012.08.001

Rouder JN, Morey RD, Cowan N, Zwilling CE, Morey CC, & Pratte MS (2008). An assessment of 
fixed-capacity models of visual working memory. Proceedings of the National Academy of 
Sciences of the United States of America, 105 (16), 5975–9. doi:10.1073/pnas.0711295105 
[PubMed: 18420818] 

Rouder JN, Speckman PL, Sun D, Morey RD, & Iverson G (2009). Bayesian t tests for accepting and 
rejecting the null hypothesis. Psychonomic Bulletin & Review, 16 (2), 225–237. doi:10.3758/
PBR.16.2.225 [PubMed: 19293088] 

Rouder JN, Thiele JE, Province JM, Cusumano M, & Cowan N (submitted). The evidence for pure 
guessing in working-memory judgments.

Salmela VR & Saarinen J (2013). Detection of small orientation changes and the precision of visual 
working memory. Vision Research, 76, 17–24. doi:10.1016/j.visres.2012.10.003 [PubMed: 
23085239] 

Smith PL, Corbett EA, Lilburn SD, & Kyllingsbaek S (2018). The power law of visual working 
memory characterizes attention engagement. Psychological Review, 125 (3), 435–451. 
doi:10.1037/rev0000098 [PubMed: 29733667] 

Smyth MM & Scholey KA (1996). Serial Order in Spatial Immediate Memory. Quarterly Journal of 
Experimental Psychology Section A: Human Experimental Psychology, 49 (1), 159. 
doi:10.1080/713755615 [PubMed: 8920101] 

Sperling G (1960). The information available in brief visual presentations. Psychological Monographs: 
General and Applied, 74 (11), 1–29. doi:10.1037/h0093759. arXiv: arXiv:1011.1669v3

Tamber-Rosenau BJ, Fintzi AR, & Marois R (2015). Crowding in Visual Working Memory Reveals Its 
Spatial Resolution and the Nature of Its Representations. Psychological Science, 26 (9), 1511–21. 
doi:10.1177/0956797615592394 [PubMed: 26270073] 

Taylor R & Bays PM (2018). Efficient coding in visual working memory accounts for stimulus-
specific variations in recall. The Journal of Neuroscience, 38 (32), 7132–7142. doi:10.1523/
JNEUROSCI.1018-18.2018 [PubMed: 30006363] 

van den Berg R, Awh E, & Ma WJ (2014). Factorial comparison of working memory models. 
Psychological Review, 121 (1), 124–149. doi:10.1037/a0035234. arXiv: NIHMS150003 [PubMed: 
24490791] 

van den Berg R & Ma WJ (2014). “Plateau”-related summary statistics are uninformative for 
comparing working memory models. Attention, perception & psychophysics, 76 (7), 2117–2135. 
doi:10.3758/s13414-013-0618-7. arXiv: NIHMS150003

van den Berg R, Shin H, Chou W, George R, & Ma WJ (2012). Variability in encoding precision 
accounts for visual short-term memory limitations. Proceedings of the National Academy of 
Sciences of the United States of America, 109 (22), 8780–8785. doi:10.1073/pnas.1117465109. 
arXiv: arXiv:1408.1149 [PubMed: 22582168] 

Walker R, Walker DG, Husain M, & Kennard C (2000). Control of voluntary and reflexive saccades. 
Experimental Brain Research, 130 (4), 540–544. doi:10.1007/s002219900285 [PubMed: 
10717796] 

Wilken P & Ma WJ (2004). A detection theory account of change detection. Journal of Vision, 4 (12), 
11. doi:10.1167/4.12.11

Yeshurun Y & Rashal E (2010). Precueing attention to the target location diminishes crowding and 
reduces the critical distance. Journal of Vision, 10 (10), 16. doi:10.1167/10.10.16

Pratte Page 17

Atten Percept Psychophys. Author manuscript; available in PMC 2021 August 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Zhang W & Luck SJ (2008). Discrete fixed-resolution representations in visual working memory. 
Nature, 453 (7192), 233–235. doi:Doi 10.1038/Nature06860 [PubMed: 18385672] 

Pratte Page 18

Atten Percept Psychophys. Author manuscript; available in PMC 2021 August 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 1. 
Trial structure of Experiments 1a–c. A) Experiments 1a–c each included a 1000 ms retention 

interval condition. Experiment 1b additionally included a 33 ms retention interval, and 

Experiment 1c a 50 ms retention interval. B) For the 0 ms retention condition in Experiment 

1a, the location cue was presented simultaneously with the study array.
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Figure 2. 
Response error distributions from Experiment 1b, aggregated across participants. Top panels 

show errors for the 33 ms conditions for set size 2 (A) and set size 8 (B). Bottom panels 

show response errors for the 1000 ms conditions for set size 2 (C) and set size 8 (D). Red 

lines show mixture model fits to the aggregated data.
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Figure 3. 
Parameter estimates from Experiment 1. (A) Average precision for each retention interval 

and set size condition. (B) Average probabilities that items are in memory for each retention 

interval and set size condition. Results from the three 1000 ms conditions were highly 

similar across experiments, and are averaged in this figure. All error bars are standard errors.
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Figure 4. 
Experiment 2 results. Parameter estimates of A) memory precision, and B) the probability 

that an item is in memory. Stars denote significant pairwise differences between successive 

conditions.
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Figure 5. 
Trial structure of Experiment 3c. A) In the sequential-presentation condition each item was 

presented one at a time. B) In the simultaneous-presentation condition all items were 

presented simultaneously, as in a typical working memory experiment. In each condition the 

set size could be two, or four as shown here.
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Figure 6. 
Parameter estimates from Experiments 3a–c. A) Estimates of precision for each experiment. 

B) Estimates of the probability that items were successfully stored in memory.
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