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a b s t r a c t 

COVID-19 pandemic has challenged the world science. The international community tries to find, apply, or 

design novel methods for diagnosis and treatment of COVID-19 patients as soon as possible. Currently, a 

reliable method for the diagnosis of infected patients is a reverse transcription-polymerase chain reaction. 

The method is expensive and time-consuming. Therefore, designing novel methods is important. In this 

paper, we used three deep learning-based methods for the detection and diagnosis of COVID-19 patients 

with the use of X-Ray images of lungs. For the diagnosis of the disease, we presented two algorithms 

include deep neural network (DNN) on the fractal feature of images and convolutional neural network 

(CNN) methods with the use of the lung images, directly. Results classification shows that the presented 

CNN architecture with higher accuracy (93.2%) and sensitivity (96.1%) is outperforming than the DNN 

method with an accuracy of 83.4% and sensitivity of 86%. In the segmentation process, we presented a 

CNN architecture to find infected tissue in lung images. Results show that the presented method can 

almost detect infected regions with high accuracy of 83.84%. This finding also can be used to monitor 

and control patients from infected region growth. 

© 2020 Published by Elsevier Ltd. 
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. Introduction 

Novel coronavirus disease (known as COVID-19) emerged in

uhan, China in December 2019, and soon after it significantly im-

acted the world. So far, it resulted in millions of confirmed cases,

nd thousands of deaths globally [1] . As a result, early and accurate

iagnosis of COVID-19 is of great importance for controlling the

pread of the disease and to reduce its mortality [2 , 3] . Currently,

he gold standard in COVID-19 diagnosis is based on Reverse Tran-

cription Polymerase Chain Reaction (RT-PCR). This test involves

he detection of viral nucleic acid from sputum or nasopharyngeal

wab. There are a few problems with this testing mechanism. To

egin with, this test needs specific materials, which are not avail-

ble everywhere. Furthermore, this test is time-consuming and has

 relatively low sensitivity (true positive rate). Another problem

f this testing mechanism has to do with its complex and un-

omfortable nature for the patients. Therefore, due to these issues,

here is a great need for alternative diagnostic methods that ad-

ress these problems. Deep neural networks (DNN) [4] have shown

reat achievement in many applications such as computer vision,
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peech recognition, and robotic control. Thanks to the availability

f large datasets, and powerful graphical processing units (GPUs),

NNs can extract intelligence from the dataset which leads to su-

erhuman performances in various applications. Furthermore, effi-

ient DNN architecture synthesis has been explored recently. These

rchitectures not only are very accurate in prediction, but they

re computationally efficient as well [5 , 6] . As a result, researchers

pted for using DNNs as AI diagnosis algorithms for COVID-19. The

enefits of using this approach are efficiency and easy access for

veryone. There are several applications of AI in the current fight

gainst COVID-19 [7] . 

Since radiographic patterns on computed tomography (CT)

hest scans are proven to show higher sensitivity and specificity

ompared to the RT-PCR testing method, several works in the liter-

ture use CT, and X-ray images datasets to train automatic classifi-

ation AI algorithms. Furthermore, it has been shown in the litera-

ure that CT features and RT-PCR features are complimentary in de-

ecting COVID-19, where CT features can be used as an immediate

iagnosis and RT-PCR as a confirmation tool [8] . Also, by leveraging

he predictive power of an AI tool, the characteristic of COVID-19 in

T chest scans can be distinguishable from other types of pneumo-

ia. Specifically, by using deep learning algorithms, it is possible to

ccurately distinguish between COVID-19 cases, with those of other

https://doi.org/10.1016/j.chaos.2020.110170
http://www.ScienceDirect.com
http://www.elsevier.com/locate/chaos
http://crossmark.crossref.org/dialog/?doi=10.1016/j.chaos.2020.110170&domain=pdf
https://doi.org/10.1016/j.chaos.2020.110170
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viral types of pneumonia. Hence, many of these works combine

the pre-trained convolutional neural network (CNN) architectures,

with the transfer learning on the chest X-ray dataset, to build such

a classifier [9] . As a result of this, researchers started to collect CT

and chest X-ray image datasets, and make them publicly available.

Wang and Wong [10] collected a dataset called COVID-x, consisting

of four classes, i.e., normal, bacterial pneumonia, viral non-COVID-

19 pneumonia, and COVID-19 cases. However, the main problem

in such works is the lack of availability of large data. Therefore,

approaches such as transfer learning with pre-trained CNN archi-

tectures on large X-ray datasets, alongside using a small COVID-19

dataset are shown to be promising [11] . Other novel architectures

such as Capsule networks [12] have also been used in the liter-

ature to address this problem. Also, using the features extracted

from the CNN architectures alongside traditional machine learning

classifiers such as support vector machines (SVM) are also investi-

gated by Sethy and Behera [13] . Although such works showed great

results, a lack of clinical studies can be mentioned as the downside

of these works. 

I this paper we present deep learning-based approaches for di-

agnosis and detection of COVID-19 in involved patients. For solv-

ing the diagnosis problem, we presented two AI-based methods

for classification and diagnosis of patients and normal people lung

MRI images. The first technique is consisting of classification and

feature extraction based on ANN and fractal methods. In the sec-

ond step we used classical CNN methods and then analyzed the

accuracy and sensitivity of the approach finally, for solving de-

tection problems, we presented CNN based segmentation methods

that can separate infected tissue based on Lung MRI images. Other

parts of the paper include the introduction of presented methods

base science. In the results and discussion section, the paper find-

ings are illustrated and analyzed. Finally, the conclusion section

summarizes the results and practical findings. 

2. Related work 

In this section, we cover some of the related work of using

AI algorithms in the fight against COVID-19. First, we discuss sev-

eral publicly available datasets. Then, we cover the work related

to using CT chest scans and X-ray images to build an AI-based

classifier. We also cover some of the other novel use cases of AI

to address this problem. There have been several studies on de-

tecting COVID-19 based on CT images. CNN architectures are the

most common approach that has been used in this regard. The au-

thors of [14] reviewed two CNN architectures, the first one based

on ResNet-23 architecture, and the second one with added loca-

tion attention mechanism in the fully connected layer. This archi-

tecture achieved an overall accuracy of 86.7% on classifying into 3

groups, COIVD-19, Influenza-A-viral-pneumonia, and irrelevant-to-

infection. Zhang et al. [15] used a ResNet-18 CNN architecture as

the backbone network. They used this architecture with two added

heads, the classification head, and anomaly detection head, which

generates scores for detecting anomaly images (COVID-19). They

achieved an accuracy of 96% on detecting COVID-19 cases, and an

accuracy of 70.65% on detecting non-COVID-19 cases. The authors

of [16] used an inception v3 CNN architecture for the task of clas-

sification between COVID-19 chest X-rays and normal chest X-rays

and showed an accuracy of 100%. However, in their dataset, they

removed all the other non-COVID diseases such as SARS, and MERS

[17] used an architecture based on DenseNet-121 and achieved an

accuracy of 80.12% in classifying into COVID-19 and other types of

viral pneumonia classes. The authors of [18] used a lung segmen-

tation module to extract the lung regions of interest in the slices

of the CT images and used ResNet-50 for the classification. In the

binary classification of COVID-19 vs normal cases, they achieved

an area under the curve (AUC) of 0.994 with 94% sensitivity and
8% specificity. However, other types of viral pneumonia are not

onsidered in the dataset in this work. The authors of [19] used

ayesian CNN architecture to provide uncertainty values alongside

heir predictions. Providing the uncertainty values can be helpful

n clinical settings. Barstugan et al. [20] used various feature ex-

raction methods such as Grey Level Co-occurrence Matrix (GLCM),

nd Local Directional Pattern (LDP), and then used support vec-

or machines (SVM) as the classification algorithm. They extracted

arious patches from the images and labeled them as COVID-19 or

ormal patches. Their best result showed an accuracy of 98.71 in

lassifying these batches. Narin et al. [11] also did a binary classi-

cation for COVID-19 and normal X-rays and used three different

NN architectures, ResNet-50, Inception V3, and Inception-ResNet

2 pre-trained architectures. ResNet-50 achieved the best results,

ith an accuracy of 98%. COVIDX-Net [21] did a binary classifica-

ion using several well-known CNN architectures and showed an

ccuracy of 90%. However, the dataset used in this work is very

mall, consisting of only 25 COVID-19 cases, and 25 normal X-ray

mages. The authors of [22] developed a model to do a 3-class clas-

ification of X-ray images into classes of normal, COVID-19, and

ARS cases. They achieved an accuracy of 95%, using a modified

ersion of ResNet-18 architecture. 

The authors of [23] fine-tuned a ResNet-50 architecture to

o a binary classification between COVID-19 and other pneu-

onia cases. They achieved an accuracy of 94.4%. Sethy et al.

13] used features extracted with ResNet-50 with SVM classi-

er, they achieved an accuracy of 95.38% on a binary classifica-

ion between normal and COVID-19 X-ray images. Another tradi-

ional approach is presented in [21] , where the authors identi-

ed three clinical features: lactic dehydrogenase (LDH), lympho-

yte, and High-sensitivity C-reactive protein (hs-CRP), and built

 prediction model based on XGBoost machine learning algo-

ithm, to predict survival or death cases [24] . COVNet of [25] is

ased on ResNet-50 architecture to distinguish between COVID-

9, community-acquired pneumonia, and other non-pneumonia CT

cans. This method was able to achieve an accuracy of 90% on

etecting COVID-19 cases. The authors of [26] also used transfer

earning on several recent well-known CNN architectures, such as

GG19 and MobileNetV2, to do 3-class classification on X-ray im-

ges between COVID-19, bacterial pneumonia, and normal classes.

he highest accuracy achieved on 3-class classification is 93.48%.

he authors of [27] used a UNet architecture for lung region seg-

entation in CT scans and used a custom CNN architecture for the

lassification. In addition to these works, the authors of [28] tried

o identify the COVID-19 cases from the cough samples recorded

y a smartphone application. However, since cough is a common

ymptom of several other non-COVID-19 diseases, it is difficult

o distinguish between those. Nevertheless, the authors reported

ome promising results 

. Methods and material 

.1. Feature extraction using the fractal technique 

Feature extraction involves simplifying the number of resources

equired to accurately describe a large set of data. When perform-

ng complex data analysis, one of the major problems is the num-

er of variables involved. Analysis with a large number of variables

enerally requires a large amount of memory and computational

ower or classification algorithm that uses the instructional sam-

le and generalizes to the new instances. Feature extraction is a

eneral term for methods for constructing a combination of vari-

bles to solve high-precision problems. Image analysis aims to find

 unique way to show the basic features of images and display a

nique way. In the fractal method, a gray surface matrix was for-

ulated to achieve statistical features. In statistical analysis, the
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mage features of the probability distribution of the observed com-

ounds from the light intensity of the specific positions relative to

ach other in the image are calculated. Statistics vary depending

n the number of points (pixels) of intensity in each combination

29] . 

In this study, the fractal model is used to extract the feature.

o deal with high input features, feature selection has been used

o reduce the dimensions and identify the most relevant features

hat can separate the various classes sufficiently [30] . The fractal

lgorithm has been applied with the help of covariance analysis to

roduce eigenvalues from the image and reduce the dimension. In

he fractal algorithm, the input images must be the same size, and

ne image is known as a two-dimensional matrix and as a single

ector. Images must be gray images with a specific resolution. Each

mage is converted to a column vector by reshaping matrixes, and

he images are loaded from a matrix the size of M × N , where N

s the number of pixels in each image, and M is the number of

mages. The average image must be calculated to find its standard

eviation from each original image. Then the covariance matrix is

alculated, and eigenvalues and eigenvector of the covariance ma-

rix are obtained. The approach of the fractal algorithm is that M

hows the number of instructional images, F i the average of the

mages, and l i each image of the T i vector. Initially, there are M im-

ges, each image containing the N × N dimension. Each image can

e displayed in an N-dimensional space calculated as Eq. (1) and

veraging operations are Eq. (2) [31] . 

 = N × N × M (1)

 i = 

1 

M 

m ∑ 

t=1 

T t (2) 

Finding the standard deviation is considered an important is-

ue in the fractal algorithm, which is also calculated through

q. (3) and the covariance matrix from Eq. (4) . 

 ariance = 

1 

M 

m ∑ 

t=1 

T t (3) 

ov = A A 

T (4) 

here A = [ V arianc e 1 , V arianc e 2 , . . . , V arianc e n ] and Cov = N 

2 × N 

2 

nd A = N 

2 × M. Therefore, Cov equals by a large value. Now the

igenvalues of Cov are obtained using Eq. (5) . 

 i = A V i (5) 

The last step is to select an eigenvector. A set of properties of

n inherent state function in the form of N( N = 213 ) samples in

 d-dimensional space { x 1 , x 2 , . . . , x N } that x i = R d and belongs to

( C = 7 ) . The class is available from { L i | i = 1 , 2 , . . . , C} . The purpose

f the fractal algorithm is to search for linear transmission to map

he d-dimensional space of the principal dimension to f-dimension

hat f < d . The new feature vector is located at y i = R f . Scattered

atrices in the class are given as total scatter or covariance matri-

es, which are calculated as Eq. (6) and Eq. (7) [31] . 

 T = 

N ∑ 

k =1 

( x k − μ) ( x k − μ) T (6) 

 F ractal = argmax 
[
W 

T S T W 

]
= 

[
w 1 w 2 . . . w f 

]
(7) 

here μ is the mean of all samples and { w i | i = 1 , 2 , . . . , f } is a

et of eigenvector of f-dimension of S T that is associated with the

argest eigenvalue f . Samples in the new space are y = W 

T x , which

s W ∈ R fxd (170 xd ). 
Fractal 
.2. Deep convolutional neural network (DCNN) 

One of the most important methods of deep learning is convo-

utional neural networks (CNN), in which several layers are taught

ffectively. CNN uses a variety of multi-layered perspectives to

inimize preprocessing. In general, a CNN consists of three main

ayers: the convolutional layer, the pooling layer, the fully con-

ected layer, and the different layers performing different func-

ions. 

In each architecture, there are two stages for training, the for-

ard and the back propagation [32] . In the forward step, the input

oes from the hidden layer to the output layer, and the informa-

ion only moves forward. The input layer sends the input value to

he hidden layer, and then output is generated. In the backpropa-

ation, when a neural network is defined, the input image is fed

o the network in the first stage. When the output is reached, the

alue of the network error is calculated; this value is then returned

o the network along with the cost function diagram to update the

etwork weights (as seen in Fig. 1 ). CNN consist of several types

f hidden sublayers explained as following [32] : 

Convolutional layer: The convolution layer is the core of the

onvolution network, and its output can be interpreted as a three

 dimensional pile of neurons. In simple terms, the output of this

ayer is a three - dimensional pile. In these layers, the CNN net-

ork uses various kernels to convolve the input image as well as

he central feature maps. The operation of convolution has three

ain benefits: 

• The weight sharing mechanism in each feature map results in

a sharp reduction in the number of parameters. 

• The local connection learns the connection between the neigh-

bor pixels. 

• It causes stability to changes in the location of the object. 

Activation functions: Generally, in the neural network, activa-

ion functions are used to obtain the desired output from the input

unctions. Different activation functions can be used for neural net-

orks; the most important of them are the sigmoid and hyperbolic

angent activation functions. The sigmoid function receives the in-

ut which can have a value between + ∞ and - ∞ and outputs the

nterval between 0 and 1. The hyperbolic tangent function gives the

utput value between 1 and -1. This feature makes these two func-

ions less commonly used on CNN networks. Because the matrix

mages include different values, this results in the loss of image

ata, and in most cases, the system becomes unusable after using

hese functions. One of the activation functions that have been im-

lemented in recent years is the rectified linear unit ReLU function.

eLU is an activation function g applied to all elements. Its purpose

s to provide nonlinear behavior to the network. This function en-

ers all the pixels in the image and makes all negative values to the

ero. The purpose of using ReLU is to define a nonlinear part of the

onvolution neural network and its nonlinear training (convolution

s a linear process that is obtained by multiplying and summing

he elements) [32] . 

Max pooling: The use of max-pooling in neural networks has

any effects. The use of max pooling makes the network able to

dentify the object at first with only minor changes to the image.

econdly, it allows the network more space of the image to iden-

ify features. Pooling in the CNN is used to summarize the feature

uring subtracting sampling task, so we can get into deeper layers

f the network. When we reach the end of each stage and want to

educe the sampling, the spatial information storage capacity de-

reases due to the sampling. So, to keep this information, we need

o start pooling to collect what we have. The two most common

ypes of pooling are Max and Average [32] . 
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Fig. 1. An overview of the architecture of a convolutional neural network. 

Fig. 2. The conceptual diagram of the model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A  

S  

S  

Fig. 3. The output of fractal feature extraction for a CT scan image of COVID-19 

patient lung. 
3.3. Conceptualization of presented methods 

A variety of techniques have been proposed to detect of diag-

nosis of disease based on image processing. Our main objective is

to design a method for identifying COVID-19 patients based on CT

scan images of patient Lungs. The conceptual diagram of the pro-

posed methods is illustrated in Fig. 2 . Regarding the conceptual di-

agram, we do three analyses for the diagnosis and segmentation of

COVID-19 images. The first step is to extract images features using

the fractal method. Then we used CNN techniques for classification

patients’ images. The second method is the architectural design of

the convolutional neural network (CNN) to classify patients based

on CT scan images. Finally, we train the network for the segmenta-

tion of infected tissue in lung MRI images. The architecture of each

part is presented in the results and discussion section. 

3.4. Performance analysis 

The following parameters are used to evaluate the efficiency of

classification in data mining science: 

• True Positive (TP): The patient is correctly detected. 

• False Positive (FP): The healthy image is misdiagnosed. 

• True Negative (TN): The healthy image is correctly detected. 

• False Negative (FN): The patient is misdiagnosed. 

In this study, five criteria are used to evaluate classification re-

sults: accuracy (ACC), Specificity(S), Re-call or sensitivity (R), S-dice

and miss-rate, fall-out, and Jaccard similarity value to evaluate the

overall performance of the system used. The definition of these cri-

teria is given below. 
ccuracy ( ACC ) = 

(T P + T N) 

(T P + F P + F N + T N) 
(8)

peci f icity ( S ) = 

T N 

F P + T N 

(9)

ensit i v it yorRecal l ( R ) = 

T P 

T P + F N 

(10)
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Fig. 4. The DNN architecture used on the fractal features. 

Fig. 5. a) Mean square error of DNN method for 70 0 0 epochs, b) Error probability of DNN modeling, c) Scatter plot of modeling and output labels, d) Confusion matrix of 

DNN method. 
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Fig. 6. The architecture of CNN methods for classification or diagnosis of COVID-19 patient from X-Ray images of patients lungs. 
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F all − out = 

F P 

F N + T P 
(11)

Missrate = 

F N 

F N + T P 
(12)

S − dice = 

2 T P 

2 T P + F P + F N 

(13)

T hesimilarityof Jaccard = 

T P 

T P + F P + F N 

(14)

Confusion matrix, in which evaluation criteria are compared in

a matrix is a matrix used to describe the performance of a clas-

sification model (or "classifier") on a set of experimental data for

which the actual values are known. 
Fig. 7. Accuracy and loss values
. Results and discussion 

In this section, we evaluate the performance of our three dif-

erent methodologies explained in the previous section. The eval-

ation results are divided into three parts. In the first section, dif-

erent datasets used are described. In the second one, we demon-

trate the results of classification using deep neural network archi-

ectures on the fractal features extracted from the images. Then,

e present the results of the binary classification task using CNN

rchitectures directly on the images. In the last part, we cover the

xperiments based on the image segmentation to identify the in-

ected areas of the lung in the chest x-ray images, alongside using

 CNN architecture to classify such areas of interest. In these ex-

eriments, we use various metrics to evaluate our models. We ex-

lain these metrics in Eq. (8)–(13) . Furthermore, the Jaccard index

s a similarity metric between two sets, defined as the size of the

ntersection divided by the size of the union of the sets. In the con-

ext of the segmentation task, it is defined as the area of overlap
 vs the training iterations. 
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Fig. 8. Confusion matrix for binary classification (left) on the training set (right) on the test set. 
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y the area of union between the predicted segmentation and the

round truth. 

.1. Datasets 

There are several publicly available datasets of medical images

nd metadata of COVID-10 cases. In this paper, we used a database

f computed tomography images. The MRI image is captured in the

uperior position of the patient. Data are gathered by [33] . The im-

ges were categorized into two COVID-19 patients and non-COVID-

9 images of patients and normal people. Data consist of 682 im-

ges of MRI image. This dataset is used for classification or diagno-

is of COVID-19. Second dataset COVID-SemiSeg dataset for detec-

ion of infected tissue [34] . The dataset includes two parts con-

isting of input data and ground truth images that the infected

issue is labeled. In this paper, we used 100 images of CT scan

ith 100 ground truth images for segmentation using the CNN

echnique. 
Fig. 9. The architecture of CNN method fo
.2. Diagnosis of COVID-19 patients using DNN and fractal features 

In this section, we evaluate the use of DNN architecture pro-

osed in this section on the fractal features extracted from the

hest X-ray images. In the fractal method, the histogram of the im-

ges is extracted on a diagram like Fig. 3 . 

Regarding Fig. 3 , the blue line shows the histogram of the im-

ge. The second step is modeling the histogram with Gaussian

unctions. In this step, we should find normal distribution func-

ions that the sum of them would generate the histogram. Regard-

ng images that used for modeling we chose four functions with

igher accuracy and a small number of functions. The sum of func-

ions is illustrated by the red color line. The features of the image

re parameters of the Gaussian functions. The process is performed

or all of the images of the data set. Therefore, the classification

ataset is transformed into a matrix with the use of four features.

he next step is training a DNN architecture with the use of fea-

ures as an input layer and labels as an output layer. Fig. 4 shows

he architecture of the DNN model we used in this experiment.

his architecture consists of two hidden layers with 20, and 10
r segmentation of COVID-19 images. 
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Fig. 10. Examples of segmentation of lung chest X-ray images of COVID-19 patients. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1 

Performance evaluation of binary classification with DNN 

architecture on fractal features. 

Metric Value 

Miss rate 0.1761 

Fallout 0.1761 

Sensitivity 0.8601 

Accuracy 0.8239 

Specificity 0.8239 

Similarity 0.6896 

S-dice 0.8163 

i  

a  

t

4

 

t  

t  
neurons respectively. The input layer takes the four features for

each data instance, and the output layer generates one single out-

put. Also, after each hidden layer, we apply the sigmoid activation

function non-linearity. 

Fig. 5 shows the results of the classification using the DNN

method. Output classes are labeled as 1 for COVI-19 images and

0 for non-COVID-19 images. Mean square error, error probability,

and scatter plot of the model are illustrated in Figs. 5 (a), (b), and

(c). Output R 2 for related classification is 70%. The main criteria

for performance analysis of classification methods are presented in

Eq. (8)–(13) . Table 1 presents the evaluation metrics of the binary

classification using the DNN on fractal features. Results show that

this model is efficient, and has a smaller number of parameters,

significantly, and floating-point operations (FLOPs). 

The result of performance analysis is shown in Table 1 and

Fig. 5 (d). Based on the confusion matrix of DNN methods in

Fig. 5 (d) from 315 images of COVID-19 271(86%) of the image are

detected correctly and 44(14%) of images are diagnosed as non-

COVID-19 patients. On the other hand, from 367 images of non-

COVID-19 patients, 78.7% of images are diagnosed. However, 21.3%

of them are misdiagnosed. At the end sensitivity of the classifica-

tion method is 86% with 82.39% accuracy of classification. The sim-
 X  
larity between COVID-19 and other images is 68.96%. Other factors

re brought in Table 1 . Results are compared with CNN methods in

he next section. 

.3. Diagnosis of COVID-19 patients using CNN method 

In this section, we present the results of using CNN architec-

ures on the lung images from chest X-rays. In this classification

ask, there are two classes: COVID-19 positive cases, and normal

-rays. We train the CNN architecture model proposed in the



S. Hassantabar, M. Ahmadi and A. Sharifi / Chaos, Solitons and Fractals 140 (2020) 110170 9 

s  

p

 

d  

w  

1  

a  

i  

F  

i  

t  

h

 

s  

c  

o  

t  

a  

r

 

i  

t  

t  

o  

w  

m  

Table 2 

Performance evaluation of binary classification with CNN 

architecture in comparison with DNN methods. 

Metric CNN DNN 

Miss rate 0.0015 0.1761 

fallout 0.0015 0.1761 

Sensitivity 0.9609 0.8601 

Accuracy 0.9320 0.8239 

Specificity 0.9971 0.8239 

Similarity 0.9602 0.6896 

S-dice 0.9797 0.8163 

t  

c

 

d  

s  

c  

n  

C  

n  

t  

s  

F  

m  
ection of methods and materials on a dataset of [33] , and we

erform different evaluation metrics to analyze the model. 

Fig. 6 shows the architecture of presented CNN methods for the

iagnosis of COVID-19 patients. The network consists of 16 layers

ith three convolutional layers. Images are labels as 1 for COVID-

9 and zero for non-COVID-19 patients. Moreover, 70 % of the im-

ges dataset is used for training the network and 30% for test-

ng the model. The results are depicted in the following section.

ig. 7 shows the loss value and accuracy as a function of training

terations. These plots are depicted while training the network and

he process was terminated after obtaining the best results with

igher accuracy and lower network loos for 400 iterations. 

We evaluate the final trained model on both the train and test

ets. Fig. 8 shows the confusion matrices of these predictions. As

an be seen in this figure, the model accurately predicts 191 cases

ut of 205 instances in the test set. As a result, the accuracy of the

est set is 93.2%. For the COVID-19 positive instances, the model

chieves a false negative rate of 3%, indicating its effectiveness in

aising alarms for COVID-19 cases. 

Other evaluation metrics for this classification task are shown

n Table 2 (these numbers don’t seem to be right based on the

est set confusion matrix, for example, the miss rate is 3%, and

he fallout is 10.4% on the test set). This model has a specificity

f 99%, which shows that the model correctly identifies the cases

ith COVID-19. Furthermore, a low fallout value indicates that the

odel does not predict normal cases as COVID-19 positive. Besides,
Fig. 11. Results of segmentation a) ROC cure, b) AUC crite
he CNN architecture achieves an F1 score of 0.9797 for the binary

lassification task. 

Based on the results of the performance analysis of COVID-19

iagnosis with artificial intelligence we can result that the pre-

ented CNN method with the use of direct image has higher ac-

uracy and sensitivity for the classification of patients. Regarding

umerical results sensitivity of the DNN method for diagnosis of

OVID-19 is 86%, however, for CNN this metric value is 96.1%. This

umber is significantly higher than DNN potential for diagnosis. On

he other hand, CNN with higher accuracy is a pioneer in the clas-

ification of images. Other factors also are better for CNN methods.

or instance, fall-out for DNN methods means the percentage of

isdiagnosis of the method. This value for CNN algorithms is al-
ria, c) Accuracy of segmentation d) Jaccard criteria. 
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most underestimated. However, for DNN methods, it is not ignor-

able. Based on the finding of this paper we can conclude that the

presented CNN algorithm with high potential can be used for the

diagnosis of COVID-19 patients from their X-Ray CT scan images of

lungs. In the next section, we present a segmentation method for

the detection of infected tissue from lung CT scan images. 

4.4. Detection of infected tissue from lung CT scan image for 

COVID-19 

In this section, we present the results of the CNN segmentation

algorithm. The architecture of the detection method is illustrated

in Fig. 9 . It consists of 11 layers with three convolutional layers. In-

put images are 256 ×256 grayscale CT scan images of COVID-19 pa-

tients from their lungs and output layer include ground truth of in-

put images used from the COVID-SemiSeg dataset of [33] . In these

images, the infected tissue of patients’ lungs is labeled by 255, and

other points are shown with zero numbers. Input images show the

main three regions. The black region shows the bulk parts of the

lung. This area is the region that patients can breathe free air. In

this region, capillaries of lung absorb O 2 or other types of gases

to human blood. Any damages in this region disrupt the human

respiratory system. 

Regarding the input image in Fig. 9 , Dark gray region shows hu-

man Bronchus and bronchioles that in the human throat connected

to the trachea of the human respiratory system. Among the black

region in the lower part of the lung image, we can see the region

of the light gray region. This part of the lung is infected by the

COVID-19 virus. The recognition of this region with the use of a

brain-computer is challenging. Given the potential of deep learning

methods for segmentation of regions with more different colors is

higher than images with an almost similar color. In this paper, the

infected region firstly is detected and labels by medicine or an au-

tomatic algorithm. Therefore, the ground truth images consisting of

the infected region are located in the output layer of the presented

architecture. 

The results of the segmentation are illustrated in Fig. 10 . Re-

garding Fig.10 , the first column shows the input image of the in-

fected lung. And on the other side, the second column shows grind

truth images of the output layer. For starting the process 70% of

images used for training the network and 30% are used for test-

ing results. Results of infected region detection are shown in the

third column of Fig.10 . Resulted images should be similar to ground

truth images. We can simply see that, findings in almost similar to

output. For better enhancement of output, we omitted small spots

in the findings and shows it with a probability contour (fourth col-

umn). Results show that the presented architecture can correctly

detect infected region with almost high precision. 

The results of segmentation methods, theoretically, presented

with performance criteria. The illustration of the criteria is almost

different from the classification methods shown in the previous

section. The receiver operating characteristic (ROC) curve is plotted

true positive rate versus false-positive rate. This criterion is unique

for each image in the segmentation algorithm. Whether plots are

depicted with a higher true positive rate and lower false posi-

tive rate shows that the process of the image is correct with high

performance, results show that the maximum number of images

ROC curves is an almost high efficiency (see Fig 11 (a)). For under-

standing the ROC curve with concrete values, we present area un-

der the curve (AUC) value. This criterion whether to obtain values

close to one shows high performance. Regarding Fig. 11 (b), 92%

of images are shown in the high-performance region. This matter

is also achievable from Fig. 11 (c). More than 90% of images are

segmented with higher than 70% accuracy. In the end, the average

number of accuracies for all images is 83.84%. The final criterion is

the Jaccard value that shows the resulted image and ground truths
verlapping regions. For many resulted images this value has fluc-

uated among 0.4. This lower value stems from black spots in re-

ulted images in comparison with ground truth data. 

. Conclusion 

In this paper, we presented three types of deep learning meth-

ds for the classification and segmentation of X-Ray images of

atients’ lungs infected by the COVID-19 virus. For the diagno-

is of patients, we provide two methods of deep neural network

DNN) method on the fractal feature of input images and convolu-

ional neural network (CNN) with direct use of CT scan images. Re-

ults classification shows that the presented CNN architecture with

igher accuracy (93.2%) and sensitivity (96.1%) is outperforming

han the DNN method with an accuracy of 83.4% and sensitivity

f 86%. The presented CNN architecture can be used for the diag-

osis of COVID-19 patients with high performance. Currently, the

est method of diagnosis of patients is Reverse Transcription Poly-

erase Chain Reaction (RT-PCR). This method is almost unavail-

ble for many patients. On the other hand, the method is expen-

ive and time-consuming. Therefore, presenting an artificial intelli-

ence method for better diagnosis of COVID-19 patients is crucial.

he resulted method can be substituted for the RT-PCR method. 

In the next step of the paper, the study is carried out with pre-

enting a segmentation method for the detection of infected areas

n the human lung. To achieve the goal, we designed a CNN archi-

ecture for pixel classification of COVID-19 patients’ lung CT scan

mages. We used pre-processed ground truth imaged for the out-

ut layer. For training data, 70% of images were used and the rest

f the images used for validation of the presented architecture. Re-

ults show that the presented method can almost detect the in-

ected region of lung images with high accuracy of 83.84%. This

etwork can also use for the separation of the infected region from

atients’ lung images for better treatment. This finding also can be

sed to monitor and control patients from infected region growth.

here are many works about segmentation and classification pa-

ients with the use of artificial intelligence for example diagnosing

rain tumor, breast cancer, and lung cancer. However, the imple-

entation of these approaches almost is silent. These approaches

lmost used in a wearable monitoring system for diagnosis of dis-

ase, monitoring, and transferring to certain physicians. COVID-19

andemic shows that science has a long-term future perspective. It

s time to implement artificial intelligence methods in medicine to

elp doctors diagnosis better and as soon as possible fast. 
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