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Web scraping involves using computer programs for automated extraction and organization of data from the Web

for the purpose of further data analysis and use. It is frequently used by commercial companies, but also has

become a valuable tool in epidemiological research and public health planning. In this paper, we explore ethical

issues in a project that “scrapes” public websites of U.S. county jails as part of an effort to develop a comprehensive

database (including individual-level jail incarcerations, court records and confidential HIV records) to enhance HIV

surveillance and improve continuity of care for incarcerated populations. We argue that the well-known

framework of Emanuel et al. (2000) provides only partial ethical guidance for the activities we describe, which

lie at a complex intersection of public health research and public health practice. We suggest some ethical

considerations from the ethics of public health practice to help fill gaps in this relatively unexplored area.

Introduction

The World Wide Web can be regarded as the largest data-

base ever created in human history. Precise estimates of its

magnitude—in terms of storage, communication and

computation—are a matter of debate (Pappas, 2016),

but it is safe to say that the volume, speed and variety of

data give the internet unprecedented potential to advance

important social goals. As human actions are increasingly

captured by digital technology, online data are becoming a

highly valued information source for researchers of all

stripes. In medicine and public health, many hope that

vastly increased volumes of patient data will help over-

come existing knowledge gaps, lead to health innovations

and improve health outcomes.

One pervasive method of gathering digital data is the

practice of ‘web scraping’. The massive amount of data

available on the Web means that effective data collection

and processing cannot be manually conducted by

individual researchers or even large research teams.

Web scraping, an alternative to manual data collection,

entails the use of computer programs for automated ex-

traction and organization of data from the Web for the

purpose of further data analysis and use (Krotov and

Silva, 2018). Commercial companies are heavily reliant

on web scraping to collect, for example, data on con-

sumer preferences (e.g., in product reviews) and busi-

ness competitors (e.g., prices) in real time to inform

goals and strategy.

Web scraping has also become a valuable tool in epi-

demiological research and public health planning. With

massive, publicly accessible health-related data available

on the internet, epidemiologists increasingly need to be

trained in computer programming, including web

scraping (Mooney et al., 2015). Web scraping for public

health purposes is not limited to health data; it can also

include data of potential biomedical or public health

significance, such as social media posts about meals or
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eating habits, records of court actions, or traffic patterns

(Vayena and Gasser, 2016; Richterich, 2018).

However, as its evocative name suggests, web scraping

is not necessarily a benign procedure. In fall 2017, the

San Francisco-based company Strava, described as a ‘so-

cial network for athletes’, announced an update to its

global heat map of user activity that visually tracks the

movements of users wearing Fitbits or other fitness

trackers. Journalists and activists have raised ethical con-

cerns regarding the fact that data scraped from Strava’s

website could be used to track the location of military or

intelligence personnel and identify individual users

when combined with other information. These events

are prompting the US military to rethink its policies

regarding use of fitness trackers, which were previously

encouraged to promote physical activity (Hsu, 2018).

Considering such potential misuses, it is not always

clear how to interpret and apply privacy standards and

laws that were established prior to our highly intercon-

nected, digitalized world (Gold and Latonero, 2018).

What level of control should individuals have over in-

formation posted by others about them? Are some indi-

viduals more at risk than others from research that

‘scrapes the web’ to glean publicly accessible information

about them? What safeguards should be in place to pre-

vent social harms that might be associated with the use of

individualized online data in research and public health

contexts? What other considerations should inform the

just use of this enormous resource for research purposes?

To explore these questions in the context of a specific

illustrative case, we discuss the ethics of an ongoing

study in which we are ‘scraping’ public websites of US

county jails to create a database of individual-level jail

incarcerations. In collaboration with the North Carolina

Health Department, we will combine these jail incarcer-

ation records with existing confidential HIV records to

create a database that could, as we explain below, (i)

inform new, enhanced forms of HIV surveillance incor-

porating jail populations and (ii) potentially contribute

to future public health approaches for improving care

for incarcerated populations. As such, this case study

raises questions about the use of web scraping in both

research and public health contexts. In the next section,

we describe the case in some detail, and apply the widely

used Emanuel et al. (2000) research ethics framework to

raise and examine ethical concerns related to use of web

scraping in public health research. The Emanuel et al.

framework was initially developed as guidance for the

design and conduct of clinical research, but is often

extended to other types of biomedical research such as

public health research. We use it as our point of depart-

ure in order to ask how well it can help address raised by

translational public health research that sits at the inter-

section of public health research and public health prac-

tice, like the web scraping activities of our case study. We

argue that certain ethically salient aspects of ‘big data’

research in public health contexts are neglected by this

influential framework. This is in part because of the ways

in which such research would inform public health sur-

veillance practices, which would also depend on ongoing

web scraping to succeed. We conclude by suggesting how

considerations from the ethics of public health practice

can help to address these intersectional blind spots.

Case Study: Leveraging Big Data to

Understand and Improve

Continuity of Care among

HIV-Positive Jail Inmates

HIV medications have been definitively shown to im-

prove patients’ health and to prevent onward transmis-

sion of the virus (Cohen et al., 2011). And yet, in the

USA, 40 per cent of people diagnosed with HIV are not

retained in care, and therefore, do not have access to HIV

medications (Centers for Disease Control and

Prevention, 2018). In this context, improving access to

HIV care, including access to medications, is a central

challenge in combatting the US HIV epidemic.

In 2017, our team began a National Institutes of

Health-supported research project to develop a data sys-

tem to improve HIV care for persons living with HIV in

North Carolina who have had periods of incarceration in

jail. Based on 2006 data, it was roughly estimated that

among all adults in the USA infected with HIV, about

one in six annually spend time incarcerated, mostly in

local jails (Spaulding et al., 2009). Previous studies have

demonstrated the disruptive impact of prison incarcer-

ation on HIV treatment and care (Iroh et al., 2015), but

currently very little is known about access to medical

services among HIV-positive persons before, during or

after jail incarceration.

The major aim of our study is to improve continuity

of care for justice-involved persons with HIV by improv-

ing estimates of the number of people with HIV who are

passing through jails in North Carolina and by better

understanding their engagement in care before, during

and after incarceration. However, several challenges

confronted us as we considered different study designs.

Given the large number of county jails in the state (97)

and the difficulties of recruiting jails as study sites, we

determined that a prospective design across multiple

sites was not practical. We were aware that some of the
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data necessary to answer our question did exist—the

state Division of Public Health conducts HIV disease

surveillance in which it uses a number of different data

sources to determine if people living with HIV are rou-

tinely engaged in care. At the same time, there were no

existing data sources to address continuity of care for

people living with HIV in jails. The state’s public health

data are integrated into a single database, and could in

principle be linked to a database of jail incarceration

records, stripped of identifiers and analyzed anonym-

ously for our purposes. The barrier to this approach,

however, is that jails operate independently, at the

county level, and no single database of jail incarcerations

is available to researchers.

Nevertheless, 29 of 97 jails in the state have public

websites that provide some information about who is

currently incarcerated in their facilities. These jails ac-

count for about half of all jail inmates in the state, or

about 200,000 people each year. Although the jail web-

sites can vary in their content and layout, they generally

include incarcerated persons’ names, age or date of birth,

arrest charge and date when the incarceration began.

To create a database of jail incarcerations, we are web

scraping these sites daily. The resulting individual incar-

ceration records will be linked by county, name and date

of birth (if available) or age, to a restricted set of state

court records, which contain a more robust set of iden-

tifiers for people who have pending charges, including

date of birth (if missing from the jail data) and partial

social security number. As our research project unfolds,

this enhanced set of identifiers will then be used by our

partners within the state Division of Public Health to

link the jail-court records to the state’s confidential

HIV database, to create a deidentified statewide database

of incarcerations involving HIV-infected individuals.

The resulting database can be used to further the goals

of public health surveillance in a number of ways, even

with all personal identifiers removed. These include pro-

viding more precise information about: the burden of

HIV-positive inmates in each jail sampled, the length of

incarceration for HIV-positive inmates and the patterns

of how persons living with HIV access HIV-related care

before and after they are in jail. This enhanced surveil-

lance information could be very useful for monitoring

purposes and the allocation of resources for medical care

among HIV-positive persons who are in and out of jail in

North Carolina.

This database could also inform what is called a Data

to Care (D2C) approach. D2C involves the use of HIV

surveillance data routinely collected by state and local

health departments to identify out-of-care individuals

and re-link or re-engage them in care. Using this type

of approach, state health departments could be notified

in real time when a person living with HIV entered jail.

This would enable the health department to engage that

person in care while in jail, or to connect the individual

to health-care providers upon release. This deployment

of surveillance data is a shift from its traditional use (i.e.

descriptive and monitoring purposes), and has been

partly driven by biomedical advances in HIV treatment

and prevention (Sweeney et al., 2013). The United States

Centers of Disease Control and Prevention (CDC) re-

cently included D2C as a condition of funding for state

surveillance efforts and it is currently being imple-

mented in many states (Centers for Disease Control

and Prevention, 2018). In other words, a systematic in-

tegration of jail, court and public health surveillance data

could provide state public health agencies with a power-

ful tool to identify HIV-positive persons who have been

jailed, and help them access medical care.

In linking public jail rosters to individualized court

records for comparison against the state health depart-

ment’s confidential HIV database, both our research

project and the potential use of this system by the health

department and the jails to enhance continuity of care

will raise many questions about how best to protect

human rights and ensure fairness in the context of web

scraping-based surveillance. What is unique about

this research project is that it scrapes personal identifiers

from websites to develop a database that could contrib-

ute to health interventions with individuals (i.e.,

re-engaging them in HIV care). Most public health ini-

tiatives involving web scraping have a population rather

than individual-level focus. For example, HealthMap

scrapes data about disease outbreaks in real time world-

wide from multiple digital sources (such as news feed

aggregators, Twitter and agencies such as the World

Health Organization) in a Google Map-inspired format.

But no personal identifiers are gathered, and its purpose

is to provide surveillance information rather than sup-

port interventions (HealthMap, 2006). Alternatively,

Facebook has created a system that monitors its users’

posts for language deemed to convey an imminent risk

of suicide; when such a user is identified, first respond-

ers can be prompted to reach out to the individual to

offer support (Goggin, 2019). However, this project

does not employ web scraping as Facebook is utilizing

data posted to its own website.

One of the most influential frameworks for thinking

through ethical issues in biomedical research is the one

proposed by Emanuel et al. (2000). Applying this frame-

work to web scraping research helps to illuminate some

important ethical considerations in designing such stud-

ies and implementing their results in public health
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programs. But just as importantly, that framework,

designed as it is for conducting clinical trials, also fails

to capture other ethical considerations raised by the im-

plementation of web scraping for public health surveil-

lance, which will also be critical to address in applying

research findings to public health practice.

Applying the Emanuel Framework

to Web Scraping in Public Health

Research

The Emanuel et al. framework consists of eight princi-

ples widely held to be the default ethical requirements for

the development, implementation and review of clinical

research protocols involving human subjects. The

framework has been adapted for use in developing coun-

tries (Emanuel et al., 2004) for the review of social sci-

ence research (Wassenaar and Mamotte, 2012), as well as

in specific areas of research, such as HIV phylogenetic

studies (Mutenherwa et al., 2019). The requirements are

considered universal by Emanuel et al., in the sense that

they express widely recognized and accepted moral

norms for research, although their use and interpretation

can be shaped by contextual and cultural factors. Below,

we briefly explain the requirements and relate them to the

use of web scraping in our case study.

Social Value

To be ethically justified, it is necessary for a research

study to contribute new information that could poten-

tially lead to improvements in health and well-being.

This could come in the form of hypothesis-testing, eval-

uations of interventions or epidemiological studies to

help develop interventions. A research study without

social value is ethically unjustified because it wastes valu-

able resources and exploits research participants by

exposing them to risks without prospect of social or sci-

entific benefits. The main social value of the research

described in our case study is its potential to help im-

prove care for persons living with HIV who become

incarcerated. Disruptions in HIV care, and subsequent

failure to achieve viral suppression, is an important med-

ical and public health problem. In this case, research

involving web scraping has potential social value because

it contributes epidemiological information to a database

aiming to improve HIV surveillance and continuity of

care.

Scientific Validity

A research study with potential social value can never-

theless be ethically problematic if its methods are not

sound and the resulting data are unreliable. According

to Emanuel et al., the hallmarks of scientific validity are a

clear scientific objective and the use of an accepted meth-

odology (including data analysis plan) appropriate for

answering the research questions. Data validity has been

a concern among those conducting public health re-

search by combining large datasets. While some argue

that using higher volumes of data may help avoid some

methodological problems inherent in smaller sample

sizes, large size by itself does not resolve other forms of

error and bias (Chiolero, 2013).

In our study, web scraping jail websites poses a num-

ber of methodological challenges. The rapid turnover of

inmates at jails, as well delays by jails in updating their

websites, means that it is difficult to have a complete

record of everyone who has passed through the jails,

even when scraping jail websites every few hours. In add-

ition, some inmates use aliases, which can complicate

efforts to link information to one and the same individ-

ual. We have partly addressed this issue by including in

our linkage process the aliases of all active defendants in

the court data.

Decisions also need to be made as to what information

should or should not be scraped from jail websites, as

some web-published data may be superfluous to the

needs of the project. For example, we discussed the pos-

sibility of whether ‘mugshots’—forensic photographic

portraits—could ever be effectively used in differentiat-

ing between similar entries on a jail website (e.g. two

entries with the same last name but slightly different

spellings of a similar first name). Ultimately, we decided

that the resources necessary for manual or automated

inspection of mugshots were beyond the scope of the

project, and therefore, we decided against collecting

these images despite their potential use in enhancing

our data validity. Moving forward, we will continue to

assess scientific validity as we monitor and improve

upon our process of linking data between the jails, court

system and state public health department.

Fair Subject Selection

Inclusion and exclusion of research participants should

not just advance scientific goals, but also be responsive to

considerations of fairness. This requirement has several

different dimensions, but in the context of health re-

search, it concerns the equitable distribution of the bur-

dens and benefits of research participation. In the past,

research involving those in prison or jail was often
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exploitative in that it was designed to provide benefits for

others, i.e. the general, non-incarcerated population

(Gostin, 2007). Selecting incarcerated individuals for re-

search can be fair if the research responds to health prob-

lems specifically faced by this population and they are

likely to benefit from the results. Our study collected

incarceration data for the purpose of improving HIV

care services for those who have been jailed. Fair subject

selection, therefore, at least partly depends on the bur-

dens and risks related to being in the database rather than

not (see ‘favorable risk-benefit ratio’ below). In our

study, inclusion in the database is primarily a result of

whether the individual is incarcerated in a jail that choo-

ses to publish a website with an inmate roster. Notably,

about two-thirds of jails in our state (accounting for

about half of all incarcerated persons) do not publish a

website roster, and these tend to be lower resourced jails.

Accordingly, people incarcerated in the lower resourced

jails may be the least likely to be included in our research

project. If future interventions based on this research

lead to improved HIV care, those in lower resourced jails

may be (at least initially) excluded from them.

In health-related studies involving technology (e.g.

mobile phones), participation bias and fair subject selec-

tion are persistent challenges when access to the technol-

ogy is limited. In our case study, it is a matter of

institutions (i.e. jails) not publishing data online, rather

than individuals not having the requisite devices. This

reveals a dimension of fairness that does not enter the

Emanuel et al. framework: power asymmetries, as they

manifest in access to, use, and impact of information and

communication technologies. In contemporary soci-

eties, data on individuals are routinely collected, stored

and used by powerful institutions, both governmental

and commercial. The purpose of such data collection

and the motives of those who hold and use it are proper

objects of ethical inquiry. In our case, inclusion or ex-

clusion of potential research participants may depend

not on scientific criteria, but on what information jails

are willing to release; important data may be made in-

accessible by jails in order to prevent public exposure of

problems in the criminal justice system. In this context,

collection of jail data (including use of web scraping)

may be morally imperative whether jail authorities agree

with it or not.

Favorable Risk–Benefit Ratio

Research invariably involves a certain degree of risk, and

the ethical justification of exposure to risk depends on the

relationship between risks to participants and benefits to

the individual and society. Studies should be designed to

minimize potential risks to participants without compro-

mising the scientific validity of the research, while enhanc-

ing (when possible) potential benefits for individuals and

society. The question of risk in our study is complicated.

On the one hand, potential benefits for incarcerated indi-

viduals and society is high, particularly if the research

contributes to more effective surveillance and increases

re-engagement of the affected population into care. One

could also argue this study aims to minimize risk, given

that those who currently live with HIV but are not virally

suppressed pose health risks to themselves and others. In

addition, gathering information on jail websites that is

already in the public domain would traditionally be

understood as minimal risk, because the potential in-

fringement of privacy piggybacks on an existing conven-

tion (at least in the USA).

On the other hand, whether the benefit–risk relation-

ship is favorable depends heavily on the efficacy of the

safeguards in place to protect sensitive information from

inappropriate disclosure. It also depends on context,

such as whether one is considering the use of data in

enhanced surveillance or future use in a D2C approach.

In the use of web scraping for enhanced surveillance,

personal identifiers are being collected, even though

the data will be anonymized for surveillance purposes.

Furthermore, the information collected is sensitive and

being processed in ways that could increase stigma: per-

sons in the dataset have their HIV infection linked to

formal criminal investigation and are characterized as

appropriate targets of public health action. In addition,

the meaning of ‘publicly available’ should be regarded

critically. While it is true that ordinary citizens can

gather some information about the incarcerated by visit-

ing jail websites, web scraping can gather information in

greater magnitude that can be used to generate insights

about the incarcerated beyond the capacities of lay users

(Nissenbaum, 2009). Depending on how the data are

used, web scraping can increase the visibility of a per-

son’s incarceration history. In the enhanced surveillance

use of the jail website data, where personally identifying

information is removed, there is less risk of social harms

to individuals while gaining potential individual and

public health benefits. However, in the D2C use of the

web scraped data, the risk of social harm to individuals

could increase as their incarceration status is explicitly

linked to court data and HIV status, and identifiers are

retained to facilitate engagement in care.

Independent Review

Ethical review of research by third parties uninvolved in

the research is meant to act as a counter to potential
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biases of researchers and to provide public assurance that

the rights and welfare of research participants are ad-

equately protected. The review should include assess-

ment of scientific validity, social value, risks and

benefits, the informed consent process and community

engagement. None of this is unique to research involving

web scraping. However, while web scraping has been

practiced for decades, it is a relatively new approach to

gathering information in health research and, as can

happen with unfamiliar methods, members of ethics

committees may reject studies that involve web scraping

out of an abundance of caution. This is particularly likely

in countries, such as the USA, where incarcerated pop-

ulations are given extra research protections.

Conversely, research ethics committees that are more

familiar with the routine use of web scraping in other

contexts may prematurely approve such studies without

insight into potential risks and risk mitigation strategies.

A challenge for research ethics committees with respect

to web scraping and its applications is that protections

for data have become highly technical; gone are the days

when locking hard copies of data in cabinets or even basic

file encryption is sufficient. Ethical evaluation of data

safeguards increasingly requires input from informa-

tion technology experts.

It is noteworthy that US Federal regulations have be-

come less strict for studies not directly engaging human

participants at the same time that researchers are in-

creasingly using ‘big data’ resources and when many in

the research ethics community are concerned about the

lack of protection offered by informed consent processes

and the challenges of preserving anonymity (Barocas

and Nissenbaum, 2014). This means that if there are

ethical issues in studies using web scraping that are not

captured by current regulations, much depends on re-

search ethics committee expertise in sophisticated data

processes and protections. While Emanuel et al. rightly

assert that research ethics committee members should be

‘competent’, the competence required to assess ethical

protections in web scraping is different than merely

understanding research methodologies or ethics.

Informed Consent

The requirement for informed consent is based on the

principle of respect for persons, where ‘respect’ is under-

stood in terms of individuals having control over the

decision to be part of a research study. The challenges

of gaining valid informed consent in research generally,

where individuals have adequate understanding of what

participation involves and agree without inappropriate

influence, are well-known (Grady, 2015). In our study,

individuals whose jail data are being gathered through

web scraping did not consent to giving their information

to jail authorities, having this information collected

from jail websites for research purposes, or potential

future uses. The same is true for their court and public

health data. For its part, our Institutional Review Board

considered our study minimal risk, approved it by expe-

dited review in collaboration with a prison representa-

tive, and authorized a waiver of the requirement of

informed consent on the basis of US federal regulations

(45 CFR 46.116[d]).

From an ethical standpoint, one could argue against

obtaining informed consent from incarcerated individ-

uals in a number of ways. As mentioned earlier, the jail

website data were already publicly available, and the

benefits of the study appear to outweigh the risks.

Furthermore, the purpose of the research was to contrib-

ute to surveillance efforts, and health surveillance is

commonly conducted without individual consent

when doing so clearly promotes public welfare. In add-

ition, obtaining individual consent could undermine the

scientific validity and social value of surveillance by

introducing participation bias. Finally, obtaining indi-

vidual consent from approximately 200,000 persons

within the time span of our study would be practically

impossible.

While some may find these reasons persuasive, there

are still some loose ends. The potential D2C applications

of our study, which would require identifiable informa-

tion, raise questions about the appropriateness of waiv-

ing the requirement of informed consent. Imagine that

the fully identified version of our database was to be used

by public health agents to approach formerly incarcer-

ated individuals who appear to have discontinued HIV

care services. In that imagined scenario, the formerly

incarcerated individuals may wonder how they came

to be identified. The answer would be that they were

contacted on the basis of an enhanced surveillance data-

base. Will the beneficiaries of such enhanced surveillance

and outreach feel that their privacy has been violated,

considering how their data—some of which is sensi-

tive—has been collected from various sources and used

by agencies without their permission? Or will they ap-

preciate the assistance? Sweeney et al. (2013) provide

some evidence that D2C results in increased uptake of

HIV services and (for the most part) acceptance of being

contacted. While these data did not focus on incarcer-

ated individuals, and does not put the ethical issue of

nonconsent to rest, it at least suggests that health-related

web scraping/surveillance/outreach initiatives may not

necessarily erode the public’s trust.
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Consent of web scrapers and web hosts must also be

considered. While some web scrapers contact website

hosts to request specific datasets, others simply scrape

websites for the data they desire without asking permis-

sion. To some extent, website hosts can determine the

parameters of their relationship with web scrapers by

means of website architecture. Some websites have an

application programming interface (API) that facilitates

the gathering of information by users, including those

who want to scrape their sites. One could reasonably

assume that if a website has an API, its hosts agree to

have their websites scraped within the framework set by

the API. With websites that do not have an API, the

situation is less clear, since the establishment of an API

requires time and effort. Lack of an API may be due to,

for example, limited human resources, and therefore, is

not a reliable indicator of what resources the host wants

to share. On the other hand, the position of site hosts

regarding web scraping can be more reasonably inferred

from the use of a variety of security methods to prevent

web scraping, such as CAPTCHA (screening human

from automated requests), blocking IP addresses and

the use of honeypots (i.e. mechanisms to attract then

block unauthorized users) and spider traps (i.e. mecha-

nisms that cause the web crawling programs—also

known as scripts—of unwanted users to crash or make

an infinite number of requests).

Much of the current ethical discourse on web scraping

is about relationships between web scrapers and web

hosts, and the norms that should govern the harvesting

of website information (Mitchell, 2015; Densmore,

2017; Krotov and Silva, 2018). A central question here

is whether researchers using web scraping for health re-

search purposes should hold themselves to moral stand-

ards more like those of biobank researchers than

commercial web scrapers, and explicitly engage (and

enter into agreements) with website hosts about the col-

lection and use of the information they are gathering

from them. If web scraping for health research purposes

has the prospect for significant individual and social

benefit, as well as exposure of identifiable persons to

significant risk, one could argue that it is appropriate

to enter into biobanking-like arrangements with hosts

of websites from which data are scraped. Some emerging

norms on big data research seem to point in this direc-

tion, though established practices that balance interests

of web hosts and web scrapers are in their infancy (Zook

et al., 2017). But there are also strong reasons not to go

far in this direction. Much of the data collected through

web scraping are not specifically clinical or necessarily

related to health at all. As with our study, the web-

scraped information may only have significance for

health when combined with other datasets, and there-

fore, requiring biobanking-like arrangements with web-

hosts is likely to be inappropriate in the vast majority of

cases. The potential downsides of stronger formal regu-

lation of health research web scraping are increased

study costs and slow processes, which could undercut

potential research benefits. To complicate matters fur-

ther, forging agreements with webhosts may sometimes

be simply impracticable, such as when thousands of web-

sites are involved or websites have poor governance

structures.

Respect for Recruited Participants and Study
Communities

As Emanuel et al. note, clinical researchers can have obli-

gations to research participants after they have been

recruited and provided informed consent, and may also

have obligations to the communities from which those

participants come. For individuals, these can include con-

fidentiality protections, the right to withdraw, compen-

sation for study-related harms, continued post-research

medical services and dissemination of research results.

These obligations do not apply to all research studies,

and some are not easily applicable to big data health

research, including web scraping. For example, our par-

ticipants do not provide informed consent, and they do

not know they are in a study, so there is no way for them

to exercise a right to withdraw. At the front end, one

could, for example, notify those entering jail that the

information to be placed on jail websites about them

will be used as part of a study, unless they opt out. The

burden of this approach on researchers and jail admin-

istrators would be extremely high. On the back end, if

our data informed a D2C approach, the person con-

tacted would have the right to reject the offer of health

services, but that would be refusal of care rather than

study withdrawal. Compensation for psychological, so-

cial and other harms due to inappropriate disclosure of

personal information is relevant to web scraping and big

data research, though in the US compensation structures

are generally more developed in the commercial sector

than in the research context. Some, like Vayena et al.

(2015), propose the establishment of monitoring boards

to devise compensation schemes for digital epidemio-

logical research and surveillance. Such protections might

be thought excessive for web scraping research using

publicly accessible online data, but researchers should

have some sort of contingency plans for data breaches,

particularly when web scraped data are combined with

nonpublicly accessible information. Responsible dis-

semination of results from big data health research is
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complicated when individual consent is not involved

and the research data were originally collected by other

agencies (i.e., jails, courts, public health departments)

for other purposes.

Engagement of communities in the research process

has come to be regarded as scientifically and ethically

desirable in many clinical and public health settings. In

our study, meeting this requirement is challenging for

two reasons. First, those who enter the North Carolina

jails are research participants in the sense that at least

some of them (in counties with jail websites) will thereby

enter our database. While these individuals are the focus

of the study and may be its potential future beneficiaries,

the relationship between them and the researchers are

much more remote than in much clinical research. The

web scraping component of the research is indicative of

this remoteness: it is an approach that does not involve

interactions with individuals from which data are col-

lected, but automated interactions between scripts

developed by web scrapers and targeted websites. In add-

ition, those individuals are not undergoing any sort of

intervention, although the resultant database aims to

inform future care efforts. Second, community engagement

efforts related to studies like ours, using the internet and

merging databases, demonstrate that the community to be

engaged is unclear. Persons who have been in jail are a very

diverse group that may not share needs and priorities, and it

may be very challenging to find individuals who could be

legitimately act as this group’s representatives.

Beyond Emanuel et al.: Additional

Ethical Considerations for Public

Health Applications of Web

Scraping Research

Is the Emanuel framework sufficient as a tool to help

ethically guide and evaluate web scraping in public

health research? As Ballantyne writes, big data research

reveals that the boundary between research ethics and

public health ethics is more a matter of emphasis and

orientation than a hard line between incompatible

frameworks (Ballantyne, 2019). We, therefore, suggest

that some considerations drawn from public health eth-

ics—more specifically as offered by Childress et al.,

(2002) and Willison et al. (2014) should also be brought

in, in cases where the goals, conduct and outcomes of

such research overlaps with those of surveillance activ-

ities and public health interventions.

In their classic text, Childress et al. propose five ‘jus-

tificatory conditions’ in cases where pursuit of a public

health good (such as improved HIV care and viral sup-

pression among the incarcerated) may permissibly over-

ride or impinge on other moral values (such as

autonomy and confidentiality). Examining these condi-

tions may help to further articulate the ethics of web

scraping in public health research.

The most basic condition, effectiveness, much like ‘so-

cial value’ in the Emanuel et al. framework, refers to the

possibility that the activities in question will help im-

prove public health. The issue here is whether research

to develop a jail/court/HIV database to be used in

enhanced surveillance and D2C is likely to improve

health outcomes for those who are living with HIV and

are jailed. Establishing an enhanced surveillance data-

base would not be ethically justified if it was clear that

it would never be used for those purposes. Whether re-

search contributes to actual effectiveness will only be

known gradually, as changes are made to systems and

their effects are empirically evaluated over time.

Proportionality refers to public health benefits out-

weighing infringed moral considerations, such as using

the data of individuals without their consent. This speaks

to the importance of examining all benefits of public

health-related research along with its negative effects.

An interesting question is whether our research should

be ethically evaluated with regard to how its database

may be used in surveillance and D2C, since the latter is

not within the researcher’s control. However, if, for ex-

ample, problems with the database could have an impact

on persons—such as HIV-negative persons being more

frequently contacted by public health services than they

would otherwise—this seems to be a potential harm

related to the translation of the research into practice.

For translational research projects like this, researchers

may have more obligation to work with public health

authorities to anticipate and prevent such foreseeable

harms.

Necessity refers in our case to whether a similarly use-

ful database could have been created by without, for ex-

ample, bypassing informed consent. Is that approach

necessary? It is currently difficult to see a viable alterna-

tive in our case, but it is important to critically reassess

this question over time. Commentators have noticed a

rise in rhetoric about informed consent being superflu-

ous in big data research, reflecting a sense that such so-

cially beneficial research is unobtrusive, that asking for

consent would lead to consent bias, that the data are

already public, and that people would not mind anyway

(Richterich, 2018). It is important to resist this trend by

remaining skeptical about claims of consent (or other

ways of respecting autonomy) being unnecessary or un-

feasible, and whenever possible, to design ways of
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pursuing public health goals compatible with individual

autonomy and community agreement.

Least infringement, applied to our study, means that

researchers should collect and disclose only the kind and

amount of information necessary for the goal of empow-

ering public health services to identify jailed persons

living with HIV and re-engage them in care. Web scra-

pers should be guided by this consideration when they

develop their scripts.

Public justification refers to the responsibility to ex-

plain and justify to the relevant parties why certain

infringements (such as not obtaining informed consent)

were done when collecting data for public health pur-

poses. Sweeney et al. argue that public discussion,

including solicitation of input from stakeholders, is cru-

cial when planning and implementing a D2C approach

using surveillance data. Ideally, the most affected popu-

lation (persons living with HIV and who have been

jailed) should be part of such discussions. One could

argue that public justification is more appropriate for

public health officials than researchers. However, to

the extent that research has informed the D2C approach,

researchers too should explain and justify their

contribution.

Finally, Willison et al., in offering an ethical frame-

work for public health evaluative projects, also mention

social justice considerations. This dimension is not

prominent in the Childress et al. justificatory conditions

and is especially important in research (like ours)

focused on those already vulnerable to structural injust-

ice, inequalities in power and stigma. Research projects

should consider the extent to which their aims, activities

or results are likely to ameliorate, reinforce or worsen

existing inequities, and what resources can and should be

leveraged by researchers to mitigate disadvantages.

While there may not (yet) be an overarching ethical

framework for guiding and evaluating empirical research

that uses big data methods to inform public health prac-

tice, as we suggest above, we believe some of its funda-

mental ingredients can already be discerned in the existing

research ethics and public health ethics literature. Like

Willison et al., we believe that ethics guidance for activities

in the gray zone between research and public health prac-

tice requires building outward from fundamental re-

search ethics principles to embrace considerations that

include community and population interests.

Conclusion

Web scraping may seem like an innocuous activity as it

involves the mechanical collection of publicly accessible

data, much like the everyday task of searching for infor-

mation via a search engine. However, when web scraping

is used for public health research, there are ethical impli-

cations that may not be obvious at first sight. We provide

an example of a study using web scraping to gather jail

website data in order to develop an enhanced surveil-

lance database that could contribute to a future D2C

approach for persons living with HIV who have been

incarcerated in jails. In examining our own study, we

believe that the identified ethical concerns are not so

great as to prohibit moving forward with the project.

However, our ethical assessment will continue to evolve

as the project advances. Among others, a key issue moving

forward is to better understand the social value and costs of

the D2C paradigm in the jail context. For example, the

justification of not obtaining informed consent while link-

ing personal data among jail, court and public health agen-

cies as part of a D2C program depends on how successful

researchers and public health authorities are in designing a

system to the HIV-related health to meet the needs of

people incarcerated in jails. Other considerations of the

project are whether HIV confidentiality can be protected

during periods of incarceration and whether relevant com-

munities can be adequately engaged to provide input

regarding project activities. We will continue to monitor

these issues and elicit input from relevant stakeholders as

we continually assess the appropriateness of our project.

As Big Data health research continues to grow, it is

likely that studies such as ours that combine web scrap-

ing, surveillance and initiatives to improve patient care

will become more commonplace. Considerations from

both research ethics and public health ethics will be rele-

vant for their guidance and evaluation.
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