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ABSTRACT

The ability to detect a silent gap within a sound is
critical for accurate speech perception, and gap
detection has been shown to have an extended
developmental trajectory. In certain conditions, the
detectability of the gap decreases as the gap is placed
closer to the beginning of the signal. Early in
development, the detection of gaps shortly after signal
onset may be especially difficult due to immaturities
in the encoding and perception of rapidly changing
sounds. The present study explored the development
of gap detection from age 8 to 19 years, specifically
when the temporal placement of the gap varied.
Performance improved with age for all temporal
placements of the gap, demonstrating a gradual
maturation of gap detection abilities throughout
adolescence. Younger adolescents did not benefit
from increasing gap onset times, while older adoles-
cents’ thresholds gradually improved as gap onset
time lengthened. Regardless of age, listeners learned
between the two testing days but did not improve
within days. Younger adolescents had poorer thresh-
olds for the last block of testing on the second day,
returning to baseline performance despite learning
between days. These data support earlier studies
showing that gaps are harder to detect near stimulus
onset and confirm that gap detection abilities contin-
ue to mature into adolescence. The data also suggest

that younger adolescents do not receive the same
benefit of increasing gap onset time and respond
differently to repeated testing than older adolescents
and young adults.
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INTRODUCTION

Auditory perception has a gradual maturational
trajectory extending well into adolescence, yet the
vast majority of work has examined early rather than
later development. Gap detection, the ability to detect
a silent period within an otherwise continuous sound,
matures late in development and is important for
speech comprehension (Buss et al. 2017; Eggermont
1995; Fischer and Hartnegg 2004; Irwin et al. 1985;
Steinschneider et al. 1994; Trehub et al. 1995; Walker
et al. 2006). For example, voice onset time is the
length of the silent period or “gap” between the
release of a stop consonant and the onset of voicing of
the following speech sound. Accurate gap detection
thus determines the perceptual boundary between
different phonemes with different voice onset times,
such as /ba/ and /pa/ (Elangovan and Stuart 2008).
The preponderance of such temporally varying ele-
ments in speech may explain why gap detection
abilities in younger children predict later speech and
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language skills (Benasich and Tallal 2002; Muluk et al.
2011). Yet we still do not fully understand the full
developmental course of gap detection abilities.

To gain a clearer picture of development, one
strategy is to focus on how adult perceptual abilities
are affected by varying specific stimulus parameters
and to measure any differential effects of varying
these parameters during childhood and adolescence.
Gap detection is influenced by many variables,
including the temporal placement of the gap in
relation to the onset of the overall sound. In adults,
gaps occurring close to the sound onset need to be
longer than those occurring later (9 50 ms) within the
sound in order to be perceptible (Phillips et al. 1997;
Snell and Hu 1999). Very little is known about the
effect of gap onset time, defined here as the onset of
the gap relative to the onset of the sound (Fig. 1),
across development. One study suggested that shorter
gap onset times (e.g., 5–10 ms) may be particularly
difficult for younger listeners to detect (Diedler et al.
2007). However, that study only examined listeners up
until 8 years of age, a point in development where gap
detection abilities (measured without varying gap
placement) are still immature. It is thus unknown
how the gap detection abilities of older children and
adolescents are affected by varying the temporal
placement of the gap.

Adolescents have previously been shown to have an
immature response to perceptual training on some
temporal processing tasks (Huyck and Wright 2011,
2013), despite the common assumption that learning
is greatest in the young. In these studies, adults
improve quickly and continue to learn over multiple
days of training. In contrast, most adolescents either
learn more slowly than adults or do not improve their
perceptual abilities with daily training. Furthermore,
many adolescents worsen with repeated testing, with
performance deteriorating both within individual
daily sessions and over multiple days of training
(Huyck and Wright 2011, 2013). The reasons for
these immature training outcomes in adolescents are
unclear. One potentially confounding issue is that this
work has only examined adolescents who started with
adult-like performance, raising the possibility that
these adolescents might show worsening performance
because they are regressing toward the mean. Alter-
natively, they may have been highly engaged during
initial testing, resulting in adult-like starting perfor-
mance, but were less able to remain engaged as
training progressed. To date, the potential outcomes
for adolescents who begin with poorer-than-adult
(immature) performance have not been explored.

The present study examines how the temporal
placement of a gap within a sound affects gap
detection from late childhood through early adult-
hood, an age range that is vastly underrepresented in

the current literature. Given that performance on a
standard gap detection task (i.e., consisting of a
singular gap onset time) remains immature until ~
11 years old (Buss et al. 2017), we predict that gap
detection abilities will improve with age for all
temporal placements of the gap. We further predict
that since younger age groups lack precision in
temporal coding abilities across a variety of tasks
(Sanes and Woolley 2011), short gap onset times will
be particularly detrimental to the gap detection in
younger listeners, and this effect will decrease with
age. Perceptual learning will be examined across the
2 days of testing. Based on previous research (Huyck
and Wright 2011, 2013), we predict that older
adolescents or young adults will show greater im-
provement between days and that performance for
children and younger adolescents may actually worsen
within or between the 2 days.

METHODS

Subjects

Individuals ranging in age from 8 to 19 years old
served as paid listeners (n = 40, 15 males, mean age ±
SD = 14.3 ± 3.6 years). All listeners had hearing thresh-
olds ≤ 20 dB HL for standard audiometric frequen-
cies (250–8000 Hz) and either the listeners themselves
(if ≥ 18 years of age) or parents/caregivers (if G
18 years) reported no history of hearing loss, pressure
equalization tubes, language or learning disabilities,
attention deficit/hyperactivity disorder, traumatic
brain injury, or any major neurological problem. All
data were collected in accordance with Kent State
University’s policies on the conduct of research with
human subjects and with approval of the human
ethics Institutional Review Board. Written informed
consent was obtained from listeners (if ≥ 18 years) or
their parents or caregivers (if G 18 years) prior to the
experiment. Informed assent was obtained from all
listeners under 18 years of age. Listeners were
compensated via gift cards.

Procedure

Listeners were tested on their ability to detect a silent
gap in a gated noise with varying temporal positions of
the gap relative to noise burst onset (10, 15, 20, 30,
and 50 ms) (Fig. 1). Listeners were instructed that
they would hear three sounds, one of which would
contain a silent gap, and to indicate on a number pad
which sound contained the gap. Custom Matlab
scripts (MATLAB R2018a, Mathworks, Natick MA;
scripts by M. Rosen, available upon request) presented
the three stimuli with a 0.75-s interstimulus interval,
recorded participant responses, and provided feed-
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back for each trial in the form of either “Correct” or
“Incorrect” appearing on the screen. Practice trials
were given to ensure that listeners understood the
task. Gap detection thresholds were determined using
a 3-down 1-up adaptive rule targeting the 79.4%
correct point on the psychometric function (Levitt
1971). The gap duration began at 20 ms and
decreased after three consecutive correct responses
or increased after one incorrect response, with an
initial step size of 5 ms for the first three reversals and
steps of 1 ms for all subsequent trials. Gap duration
had upper and lower limits of 125 and 0 ms,
respectively. Individual threshold measurements were
determined based on 60 trials, with gap onset time
held constant. We used a fixed number of trials per
threshold measurement in order to allow assessment
of learning based on equivalent experience with the
task across listeners. The first three reversals were
dropped from the threshold estimate and threshold
was defined as the shortest gap listeners could detect,
as calculated by the geometric mean of the last four
reversals. Individual tracks with fewer than seven
reversals were dropped from the analysis. Listeners
completed two testing blocks per day on two consec-
utive days, with each block consisting of five threshold
estimates: one for each gap onset time. This yielded
four gap detection thresholds for each of the five gap
onset times. Breaks were given between each block of
testing. Order of these threshold estimates was
counterbalanced using a digram-balanced Latin
Square (Wagenaar 1969).

Stimuli

Stimuli were generated using custom Matlab scripts
and presented monaurally via circumaural head-
phones (Sennheiser HD280) to the left ear through
a Dell PC with a Fireface 800 sound interface. Gap
stimuli consisted of a 200-ms bandpass noise burst
(200–6000 Hz) generated from a random seed before
each trial and presented at 70 dB SPL. Each gap
stimulus contained a silent gap with a 1-ms fall/rise;
the duration of the gap was adaptively varied with the
listener’s performance. Gap duration was defined as
the interval between the lead and trailing burst where
the amplitude was at zero and did not include the 1-
ms fall/rise time of the gap. Gap onset was defined as
the elapsed time between the onset of the noise burst
and the onset of the gap. The introduction of a silent
gap in noise results in both a change in stimulus
intensity and, when presented over headphones,
spectral splatter outside the frequency range of the
bandpass noise (Grose and Hall 1993; Snell and Hu
1999). We used the 1-ms fall/rise surrounding the gap
to reduce the spectral splatter usually introduced by
rapid onsets and offsets. To minimize the availability
of intensity cues resulting from the 1-ms fall/rise
(Fig. 1), both the gap and the no-gap stimuli
contained the 1-ms fall/rise. For the no-gap stimuli,
the rise/fall began at the same time as for the gap
stimuli but without a silent period, so that there was a
small change in intensity but no silent period between
the leading and trailing burst. Furthermore, all gap
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FIG. 1. Exemplars for a subset of the stimuli: a no-gap, b 20-ms
gap onset, and c 50-ms gap onset. The noise masker (40 dB SPL
broadband noise) began 150 ms prior to the onset of the signal
(70 dB SPL bandpass noise). Gap onsets occurred at five temporal
delays relative to signal onset (10, 15, 20, 30, or 50 ms); two are
depicted here. Gap duration was defined as the interval where signal
amplitude was zero, excluding the 1 ms rise/fall surrounding the gap.
For each gap onset condition, gap duration was varied with adaptive

tracking, as indicated by the text. d Spectrogram showing the
frequency (y-axis) and intensity (color) of one example computer-
generated stimulus (10 ms gap onset time with a 2 ms gap) over time
(x-axis) with the masker present. e To illustrate the increase in
intensity information available that would have been available if we
had not included the masker, this spectrogram shows the same
stimulus as in D but with no masker present
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and no-gap stimuli were presented concurrently with
a 350 ms 40 dB SPL white noise masker (200–
20,000 Hz) that began 150 ms prior to the onset of
the lead burst (Fig. 1). Adding background noise has
previously been shown to mask any spectral splatter
(Moore 1993) that might be introduced through the
headphones and thus reduce the extent to which
listeners could base responses on non-temporal cues.

Analysis

Data were analyzed using a full-factorial mixed effects
model (R Core Team 2017) with the log-transformed
threshold from each track (up to 20 tracks per
participant) as the dependent variable. A mixed
effects model was chosen because such models
account for high inter-individual variance; allow for
all measurements (rather than means) to be entered
into the model; are robust to missing data (e.g., such
as when an adaptive track failed to converge on a
threshold, which occurred 2.9% of the time); and
enable the examination of continuous variables, such
as age (Baayen et al. 2008; Gordon 2019). Fixed
effects were chronological age (continuous), gap
onset (ordinal) and testing block (ordinal), and all
interactions between these variables. Gap onset and
testing block were coded as ordinal rather than
interval due to unequal spacing between gap onsets
and testing times. The effects of these variables were
modeled as polynomial contrasts (growth curves)
because this approach allowed for an examination of
linear and non-linear changes over these temporal
variables (Curran et al. 2010). For example, instead of
focusing on how performance differed between any
two testing blocks, the growth curve analysis enables
us to focus on the pattern with which performance
changed across all four testing blocks. The previous
literature on perceptual learning has documented
both learning (Halliday et al. 2008; Huyck and Rosen
2018; Moore et al. 2008, b) and worsening over
elapsed time (Huyck and Wright 2011, 2013;
Mednick et al. 2008; Mednick et al. 2002). Because it
was unknown how repeated testing would affect
thresholds in this case, it was best to allow for all
possible effects over the ordinal block variable. There
were four measurement blocks and therefore there
were three possible polynomial contrasts, indicating
three patterns of change over time. A linear pattern is
a steady increase or decrease in thresholds across
blocks. Quadratic patterns have one pivot point and
often take the form of improvement then plateau.
Cubic patterns have two pivot points and could
manifest as a sequence of improvement, worsening,
and improvement over blocks. For gap onset, which
was another temporal variable, growth curves allowed
us to examine the pattern with which performance

changed across the five gap onset times (i.e., “How
does increasing gap onset time change perfor-
mance?”). Because there are limited data on the
effect of gap onset in children, we allowed for all
possible changes across the five gap onset times (i.e.,
linear, quadratic, cubic, quartic). To account for
between-participants variability, the intercepts were
allowed to vary randomly across participants (n = 40)
and presentation orders (10).

The Akaike information criterion (AIC), an indica-
tor of model quality, was lower (better) when log-
transformed gap thresholds were used (AIC = 5761.11
for raw thresholds and AIC = 142.91 for log-
transformed thresholds). This difference in model fit
was significant (ANOVA; p G 0.001) and therefore, the
model with log-transformed threshold was selected.
The model was also fit once with raw (linear)
chronological age (AIC = 345.63) and once with log-
transformed chronological age (AIC = 208.27). The
model fit was significantly better for log-transformed
age (ANOVA; p G 0.001). Therefore, all significant
main effects and interactions with age in the model
should be interpreted as a logarithmic change in age.

To further examine detection abilities for each gap
onset and block, post hoc comparisons were made
using Hochberg corrections (Hochberg 1988). Signif-
icant interactions with log-transformed age were
interpreted using post hoc linear mixed effects
models examining gap onset and block effects (in-
cluding their interaction) separately for four age
groups. In anticipation of this analysis, these four
age groups were chosen a priori and therefore had
equal numbers of listeners with the ten possible
presentation orders counterbalanced across listeners
within these groups (n = 10 per group): 8- to 10-year-olds
(age = 9.4 ± 1.1 years), 11- to 13-year-olds (12.8 ± 1.1 years),
14- to 17-year-olds (16.0 ± 1.1 years), and 18- to 19-year-olds
(18.7 ± 0.5 years). Post hoc t tests (with Hochberg correc-
tions) were repeated for these age groups.

To assess possible contributions of attention or
compliance on performance, within-listener variance
was incorporated into the model. First, the arithmetic
standard deviation (SD) of the reversal values within
the entirety of each adaptive track (i.e., 7 or more
reversals) was calculated as an indicator of within-
listener variability. To estimate the extent to which
this within-listener variability contributed to develop-
mental trends, first, the correlations between the SD
of reversals of a given track and each of the following
variables were calculated: (1) the log-transformed age,
(2) the log-transformed threshold of that track, (3)
the block during which that track occurred, and (4)
the gap onset time for that track. Specifically, Pearson
correlations were conducted for the continuous
variables (log-transformed age and threshold) and
Kendall rank correlations were conducted for the
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ordered, discrete variables (block and gap onset
time). The correlations were significant between the
SD of reversals and the following variables: log-
transformed age ( t = −7.01 , p G 0.001) , log-
transformed threshold (t = 14.83, p G 0.001), and gap
onset time (z = 2.60, p = 0.01). There was no relation-
ship between the SD of reversals and block (z = −0.60,
p = 0.55). Based on these correlations, the mixed
effects model was repeated, but including the main
effect of within-listener variability (SD of reversals),
the interaction between within-listener variability and
log-transformed threshold, the interaction of within-
listener variability with gap onset time, and the three-
way interaction among within-listener variability, gap
onset time, and log-transformed thresholds. Due to a
lack of correlation, effects including an interaction
between within-listener variability and block were
excluded from the model.

RESULTS

Our model revealed significant main effects, along with
both two- and three-way interactions. While significant
main effects are meaningful, they are most easily
interpreted in the context of their interactions with other
variables. Below, and in the tables, we focus on the effects
that were statistically significant at α≤ 0.05. The de-
identified data from this study and tables with the full
model outcomes (including effects that were not signifi-
cant) are openly available at https://osf.io/xqs3c/
?view_only=432215e410bf48eca525897a7719d275.

Development and Learning

With regard to development and learning, there were
two key outcomes: (1) thresholds improved with log-
transformed age and (2) older (11–19 years) but not
younger listeners (8–10 years) learned across the four
blocks. First, gap detection thresholds improved
linearly with increasing log-transformed age (Fig. 2a;
main effect, t = −5.59, p G 0.001), demonstrating that
gap detection matures gradually throughout adoles-
cence. Second, there was a cubic main effect of block
(Fig. 2b; t = 2.78, p = 0.01), reflecting learning between
the two testing days (block 1 vs. 3 and 4: t≥ 5.09,
p G 0.0001; block 2 vs. 3 and 4: t≥ 3.92, p≤ 0.0003)
and worsening within the second day (block 3 vs. 4;
t = −2.69, p = 0.02). Thresholds did not change within
day 1 (block 1 vs. 2; t = 1.19, p = 0.24). The cubic
contrast best fit these data because there were two
pivot points: flat performance until after block 2, a
pivot after block 2 to improve, and a pivot after block
3 to get worse. This effect differed with age, as shown
by a log-transformed age by block (cubic) interaction

(t = −2.31, p = 0.02). Overall, post hoc comparisons
revealed that the oldest three age groups improved
between blocks 1 and 4 (t≥ 3.14, p≤ 0.01) but the 8-
to 10-year-olds did not (t = −1.06, p = 0.71) (Fig. 3).
Similar to the main effect of block, thresholds were
steady within day 1 for all age groups (block 1 vs. 2;
t≤ 2.01, p≥ 0.09) and then improved between the
2 days (block 1 and 2 vs. 3; t≥ 2.68, p≤ 0.03).
Nevertheless, within day 2, the 8- to 10-year-olds
showed worsening performance across blocks 3 and
4 (t = −3.70, p = 0.001), while the older three age
groups did not show any change (t≤ −0.49, p≥
0.62). Thus, while all ages are capable of learning
across days, the 8- to 10-year-old listeners did not
maintain these improvements and in fact worsened by
the end of the second day. This worsening diminished
the overall effect of learning such that 8- to 10-year-
olds learned between days and yet still finished the
experiment with similar performance as when they
started.

Effects of Gap Onset

In general, across all ages, gaps that started later
relative to signal onset were easier to detect; however,
the interactions revealed that only the older listeners
(14–19 years) benefitted from longer gap onsets. The
main effect of gap onset was significant but not linear
(Fig. 2c; linear main effect t = 0.40, p = 0.69; cubic
main effect t = −2.26, p = 0.024). The effect was cubic
because there were two pivot points: thresholds
improved with increasing the gap onset between 10
and 15 ms, continued to improve but at a slower rate
between 15 and 30 ms, thus creating a pivot point at
15 ms, and then stopped improving beyond 30 ms,
creating a pivot point at 30 ms. Post hoc analyses were
consistent with this interpretation: thresholds were
poorer for the 10-ms gap onset conditions than for
any other condition (all t≥ 4.90, p G 0.0001); poorer
for the 15-ms gap onset condition than for the 20-, 30-,
and 50-ms condition (t≥ 2.88, p≤ 0.012); and poorer
for the 20-ms gap onset condition than for the 30- and
50-ms condition (t≥ 2.39, p≤ 0.03). There was a
significant interaction between gap onset time
(cubic) and log-transformed age (Fig. 4, t = 2.22, p =
0.03), demonstrating that the benefit of having longer
gap onset times differed with age. The 8- to 10-year-
olds had similar thresholds for gap onset times of 10
vs. 15 ms (post hoc comparisons t = 2.27, p = 0.17), and
poorer thresholds for the 10-ms gap onset condition
than for any gap onset of 20 ms or longer (all t≥ 2.83,
p≤ 0.04), but otherwise did not benefit from increas-
ing gap onset times (Fig. 4, all comparisons |t|≤ 0.07,
p≥ 0.14). The 11- to 13-year-olds also had poorer
thresholds for the 10-ms gap onset than for gap onsets
≥ 20 ms (t≥ 3.49, p≤ 0.005) and further had poorer
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thresholds for the 15-ms versus the 50-ms gap onset
(t = 2.80, p = 0.025), suggesting that increasing gap
onset was slightly more beneficial for this age group
than for the youngest group. Like the younger
groups, the 14- to 17-year-olds had the poorest
thresholds for the 10-ms gap onset compared with
those for gap onsets ≥ 20 ms (t≥ 3.47, p≤ 0.003).
However, unlike the younger groups, their thresholds
further improved with increasing gap onset time such
that they were poorer for 15-ms and 20-ms conditions
than for the 30- and 50-ms conditions (Fig. 4, t≥ 2.83,
p≤ 0.02; all other comparisons t≤ 1.03, p≥ 0.30).
Finally, the 18- to 19-year-olds had the poorest
thresholds for the 10-ms gap onset compared with
those for all other gap onset times, including the 15-
ms gap onset (10 ms vs. all others all t≥ 3.72, p≤
0.001), and poorer thresholds for the 15-ms gap onset
than for all longer gap onset times (t≥ 3.33, p≤
0.004). Together, it appears that listeners of all ages
benefitted from extending the gap onset beyond
10 ms, but only the listeners that were 14 years of
age and older benefitted from further increasing the
gap onset time. The exact pattern differed slightly
between the two oldest age groups, likely due to
ceiling effects in the adult group (thresholds could
not get any better (lower) than they were with the 15-
ms gap onset time).

Three-Way Interaction: Age by Block by Gap
Onset

Figure 5 depicts, for each age group, how perfor-
mance changed across testing blocks as gap onset

time increased. These plots illustrate the significant
three-way interaction between log-transformed age,
cubic block, and quadratic gap onset (t = 2.36, p =
0.02). All two-way interactions underlying this three-
way interaction were significant: log-transformed age
by block (described above), age by gap onset (de-
scribed above), and cubic block by quadratic gap
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FIG. 2. There were significant main effects of age, testing block,
and gap onset. a Gap detections thresholds improve with log-
transformed age. Circles represent individual subject thresholds, with
the dashed line showing a linear fit of the threshold onto log-
transformed age. b Gap detection threshold improves between days,
and worsens within the second day, resulting in a cubic main effect
of testing block. c Gap detection improves the most for gap onsets

between 10 and 15 ms, has slower improvement between 15 and
30 ms, and no improvement between 30 and 50 ms, resulting in a
cubic main effect of gap onset. On each box in b and c, the central
mark is the median gap threshold, the edges of the box are the 25th
and 75th percentiles, the whiskers extend to the most extreme data
points not considered outliers (± 2.7σ), and outliers are plotted
individually
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Fig. 3. Collapsed across gap onset time, gap detection thresholds
improve with increasing age. Thresholds also change over the course
of the four testing blocks in an age-dependent manner. The
interaction of block with age was driven by a combination of
worsening in the youngest adolescents (8- to 10-year-olds) for the last
block, while the older three adolescent groups (≥ 11 years of age)
improved between the 1st and 4th block. No significant improve-
ment occurred within a single day (block 1 vs. 2 or block 3 vs 4)
regardless of age. Error bars represent SEM
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onset (t = − 2.42, p = 0.02). The cubic block by qua-
dratic gap onset interaction likely reflects that,
collapsed across age, there was a tendency for
performance to improve and then asymptote as gap
onset time increased, but that the patterns of learning
and worsening described above differed across the
gap onset times.

Post hoc comparisons separated by age group
examined, for each gap onset, whether performance
changed in a linear, quadratic, or cubic way across
testing blocks. The 8- to 10-year-olds showed no
significant changes on the 10-ms and 15-ms gap onset
conditions, a quadratic change on the 20-ms gap
onset condition reflecting learning followed by wors-
ening (p = 0.04), and a cubic change on the 30-ms and
50-ms gap onset conditions, illustrating worsening
within day 1, learning between days, and worsening
or a plateau within day 2 (p≤ 0.03). Despite learning

overall across blocks (main effect of block, see above),
the 11- to 13-year-olds did not demonstrate consistent
changes in threshold across block for any single gap
onset time except for 15 ms, which improved linearly
(p = 0.04). The older two age groups had significant
linear improvement (p≤ 0.05) at most gap onsets,
indicating overall learning at most gap onsets across
blocks. The only exceptions were the 15-ms gap onset
condition for 14- to 17-year-olds (p = 0.06) and the 30-
ms condition for the 18- to 19-year-olds (p = 0.39).
Interestingly, these two older groups also had signif-
icant cubic growth functions for the 50-ms gap onset
condition (p≤ 0.03), reflecting worsening within day
1, learning between days, and a plateau during day 2.
These post hoc analyses indicate (1) that the 8- to 10-
year-olds’ combination of learning and worsening
occurred mostly for the gap onset times of 20 ms
and later, (2) that the 11- to 13-year-olds’ learning was
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FIG. 4. There was a significant interaction between age and gap
onset times, demonstrating higher thresholds for shorter vs longer
gaps for younger listeners than older listeners. a Gap detection
thresholds for 8- to 10-year-olds, b 11- to 13-year-olds, c 14- to 17-
year-olds, and d 18- to 19-year-olds. Significance values indicated

by asterisks: *p≤ 0.05; **p≤ 0.01; ***p≤ 0.001. The central mark
on each box is the median gap threshold, the edges of the box are
the 25th and 75th percentiles, the whiskers extend to the most
extreme data points not considered outliers (± 2.7σ), and outliers are
plotted individually
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driven the most by the 15-ms gap onset condition, and
(3) that listeners who were 14 years of age or older
tended to learn linearly across blocks for gap onset
times of 10 to 30 ms, but showed a different pattern
for the 50-ms gap onset condition, on which they
worsened within day 1, learned between days, and
then showed steady performance within day 2 (Fig. 5).

Attention and Other Non-Cochlear Factors

Given the prolonged developmental course observed
here, as well as the way that short temporal gaps are
encoded by the central auditory system (Kelly et al.

1996; Moreno-Paublete et al. 2017), it is likely that the
present results are attributable to a combination of
processes occurring above the level of the cochlea,
including auditory encoding, attention, and other
cognitive processes. Ideally, we would be able to
separate contributions of these actors to the develop-
ment of gap perception performance during adoles-
cence. However, this is difficult given the available
data and the fact that domain-general cognitive and
attentive processes are known to modulate sensory
encoding, for example, in auditory cortex (Caras and
Sanes 2017; Fritz et al. 2003; Niwa et al. 2012;
Winkowski et al. 2018). Others have used measures
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FIG. 5. Overall performance changed across the four testing
blocks and this effect differed with both age and gap onset time,
resulting in a three-way interaction between age, cubic block, and
quadratic gap onset. The two older age groups (n = 10 per group) had
consistent improvement across gap onsets, resulting in significant
linear growth functions. The younger age groups (n = 10 per group)
had inconsistent performance across blocks, as demonstrated by
either a lack of significant growth functions, or significant cubic or

quadratic functions. This effect was driven by a combination of
worsening in the youngest adolescents (8- to 10-year-olds) for the last
block, particularly for gap onsets 9 15 ms, while the older three
adolescent groups (≥ 11 years of age) improved between the 1st and
4th block for almost all gap onsets. No improvement occurred within
a single day (block 1 vs. 2 or block 3 vs. 4) regardless of age. Error
bars represent SEM
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of within-listener variance as a proxy for attention or
compliance on auditory tasks (Buss et al. 2017; Dawes
and Bishop 2008; Moore et al. 2008; Wightman et al.
1989; Wightman et al. 2010). To begin to determine
the potential contribution of attention or compliance
to the present results, the mixed effects model was
repeated while including the main effect of within-
listener variability (SD of reversals) and its interactions
with all variables with which it correlated (see
“Methods” section).

As expected based on the correlations, all effects
involving within-listener variability were significant
(|t|≥ 2.27, p≤ 0.02). In this way, the effect of within-
listener variability (a proxy for attention or compli-
ance) was accounted for by the model (Table 2; Fig.
6). The biggest difference from the main model was
that the main effect of gap onset time and the
interaction of age and gap onset time were not
significant when the contribution of within-listener
variability was accounted for, suggesting that these
effects could potentially be attributed to attention or
compliance. Most outcomes remained consistent with
those seen with the main model (compare Tables 1
and 2). The cubic main effect of block remained
significant (t = 2.12, p = 0.03), reflecting a plateau
during session 1, improvements between sessions 1
and 2, and worsening within session 2. The main
effect of age (t = −3.88, p G 0.01) continued to show
improvements in threshold as log-transformed age
increased. The age by block interaction (linear, t =
−2.24, p = 0.03) still reflected that, while all four age
groups learned between sessions (block 1 vs. 3: p≤
0.02), only the youngest age group worsened within
session 2 (p = 0.05; all other groups p≥ 0.58). The
block by gap onset interaction (linear block by cubic
gap onset t = −2.02, p = 0.04; cubic block × quadratic
gap onset t = −1.91, p = 0.06) also remained. The
robustness of these outcomes even when the standard
deviation of reversals was included in the model
suggests that these effects might be attributed to
factors that differ from those that contribute to
within-listener variability, such as cortical encoding,
intensity discrimination abilities, or other (non-
attentional) modulatory processes, as discussed below.
The three-way interaction between age, block (cubic),
and gap onset (quadratic) became a non-significant
trend (t = 1.88, p = 0.06), suggesting that the factors
underlying within-listener variability contribute to but
may not fully explain this interaction.

DISCUSSION

The goal of this study was to examine how gap
detection develops across adolescence. We predicted

that older adolescents and young adults would be able
to detect shorter gaps and that gaps occurring closer
to sound onset would be particularly difficult at
younger ages due to immature processing of stimuli
over short time scales. As predicted, gap detection
thresholds improved with age for all temporal place-
ments of the gap. The effect of age remained
significant even after accounting for the effect of
within-listener variability, a proxy for attention or
compliance. This suggests that poor performance in
younger listeners results, at least in part, from higher-
level auditory encoding or cognitive processes unre-
lated to this measure of attention or compliance. The
younger age groups showed minimal improvement
for gap onset times greater than 10 ms, while older
adolescents gradually improved with increasing gap
onset time. Listeners of all ages learned between but
not within days, implying that memory consolidation
may contribute to perceptual learning on this task.
The thresholds of the youngest group worsened
between blocks within the second testing day. This
worsening remained even after within-listener vari-
ability was added to the model, demonstrating that
noncompliance or inattention may not be sufficient to
explain perceptual worsening in 8- to 10-year-olds.

Development of Gap Detection

The present study documents the maturation of gap
detection abilities well into adolescence, extending
previous work in which 8- to 10-year-olds did not
perform as well as adults on some gap detection tasks
(Buss et al. 2017; Diedler et al. 2007). The results add
to a growing literature showing that many late-
developing auditory skills involve the perception of
time-varying sounds, both in humans (Buss et al. 1999,
2017; Dawes and Bishop 2008; Huyck and Wright
2011, 2017; Huyck and Wright 2013; Moore et al.
2011) and animal models (Dean et al. 1990; Friedman
et al. 2004; Green et al. 2016; Sarro and Sanes 2010).
When gap detection was measured using auditory
brainstem responses in infants, the encoding of gaps
appeared adult-like by 3 months of age (e.g., Werner
et al. 2001). When mismatch negativity measured
infants’ gap sensitivity, infants had thresholds compa-
rable with those of adults but the morphology of the
P2 component differed, suggesting some differences
in cortical processing (Trainor et al. 2001). Thus, the
encoding of gaps by brainstem centers may mature
early in life, and additional maturation may be
attributable either to encoding in auditory cortex,
which plays a role in gap detection in non-human
animals (Kelly et al. 1996; Moreno-Paublete et al.
2017; Threlkeld et al. 2008) or to higher-level
modulatory processes. This is consistent with research
showing that brainstem regions mature earlier than

GAY ET AL.: Effects of Gap Position Across Development 251



b

a

d

c

e

Testing Block

P
re

di
ct

ed
  G

D
T

 (
m

s)

101

100

101

100

P
re

di
ct

ed
 G

D
T

 (
m

s)

8 to 10-year-olds 11 to 13-year-olds

14 to 16-year-olds 17 to 19-year-olds

1                 2                 3                 4 1                 2                 3                 4

10ms
15ms
20ms
30ms
50ms

Learning / Worsening

8 to 10-year-olds
11 to 13-year-olds
14 to 17-year-olds
18 to 19-year-olds
mean

Testing Block

P
re

di
ct

ed
 G

D
T

 (
m

s)

101

100

1                    2                    3                    4

Gap Onset:

FIG. 6. Predicted gap detection thresholds (generated by including
within-listener variability). The adjusted model eliminated the main
effect of gap onset and its interactions, suggesting that attention may
have contributed to the effects of gap onset time. By extension, the
remaining effects can be attributed at least in part to non-attentional
processes. a Predicted gap detection thresholds plotted as in Fig. 3,

indicating that thresholds change over the course of testing in an age-
dependent manner. b–e Predicted gap detection thresholds after
accounting for within-listener variation (plotted as in Fig. 5) indicate
maintained main effects of age and testing block along with their
interaction, as well as an interaction of gap onset time and testing
block
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central regions (Ceponiene et al. 2002; Chang et al.
2005; Fitzgerald and Sanes 2001; Ryan and Woolf
1988; Smith and Kraus 1987).

All temporal processing tasks require the encoding
of a stimulus attribute that changes over time. As such,
measures of temporal processing depend on both
sensitivities to that stimulus attribute and temporal
resolution. In the case of gap detection, the changing
stimulus attribute is the intensity of the stimulus;
therefore, intensity resolution also contributes to gap
detection. Nevertheless, maturational changes in
intensity resolution were not likely responsible for
the developmental effects observed here, as intensity
discrimination is mature by age 4 to 6 years (Buss
et al. 2013; Maxon and Hochberg 1982) and our
listeners were aged 8 to 19 years.

Here, within-listener variability, as measured using
the standard deviation of reversals of the adaptive
tracks, decreased with increasing age throughout
adolescence. This measure of variability is typically
associated with attention. Auditory attention develops
throughout childhood and remains immature beyond
10 years of age (Cherry 1981; Geffen and Sexton 1978;
Gomes et al. 2000; Jones et al. 2015; Leek et al. 1991;

Moore et al. 2008, b; Passow et al. 2012; Pearson and
Lane 1991; Wetzel and Schröger 2007; Wetzel et al.
2006; Wightman and Kistler 2005). While we did not
have sufficient data to measure full psychometric
functions for our listeners, the psychometric functions
of the children and adolescents presumably would
have been shallower due to higher variability in those
age groups. Nevertheless, the younger listeners per-
formed more poorly than the older adolescents and
young adults even when within-listener variability was
included in the model, suggesting that poorer gap
performance at younger ages was at least partially due
to immature cortical sensory processing or other
cognitive functions unrelated to this measure of
performance variability. Note, however, that adding
standard deviation of reversals to the model did not
account for any variance within an individual listener
but between adaptive tracks, perhaps due to fatigue.
Thus, performance variability may still have played a
role in younger adolescents’ performance. Overall,
the present results support the idea that processing
efficiency contributes to poorer performance on
temporal tasks (Cabrera et al. 2019; Hartley and
Moore 2002). Processing efficiency refers to all

TABLE 2

Significant effects from full-factorial mixed effect model (as in Table 1) with within-listener variability (SD of reversals) added as a
factor

Testing variable Estimate Std. error df t value p value

(Intercept) 2.14 0.34 40.72 6.29 G 1e-04
logAge − 1.15 0.30 39.60 − 3.88 G 1e-04
Block.Cubic 0.33 0.16 664.48 2.12 0.03
SDrev 0.12 0.03 678.08 3.36 G 1e-04
logAge × Block.Linear − 0.31 0.14 664.65 − 2.24 0.03
Block.Linear × GapOnset.Cubic − 0.73 0.36 664.42 − 2.02 0.04
logAge × SDrev − 0.08 0.03 677.71 − 2.39 0.02
GapOnset.Quadratic × SDrev − 0.17 0.07 669.86 − 2.27 0.02
logAge × GapOnset. Quadratic × SDrev 0.16 0.07 669.72 2.29 0.02

TABLE 1

Significant effects from full-factorial mixed effect model with log-transformed threshold as the dependent variable, participant
and order number as random effects, and the following fixed effects (including all interactions): log-transformed age, gap onset,

and testing block

Testing variable Estimate Std. error df t value p value

(Intercept) 2.85 0.34 29.30 8.29 G 1e-04
logAge − 1.67 0.30 28.31 − 5.59 G 1e-04
Block.Linear 0.36 0.17 674.77 2.18 0.03
Block.Cubic 0.45 0.16 674.35 2.78 0.01
GapOnset.Cubic − 0.42 0.18 674.33 − 2.26 0.02
logAge × Block.Linear − 0.42 0.14 674.70 − 2.91 0.00
logAge × Block.Cubic − 0.33 0.14 674.33 − 2.31 0.02
logAge × GapOnset.Cubic 0.36 0.16 674.30 2.21 0.03
Block.Cubic × GapOnset.Quadratic − 0.87 0.36 674.22 − 2.42 0.02
logAge × Block. Cubic × GapOnset.Quadratic 0.74 0.31 674.20 2.36 0.02
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higher-level (non-cochlear) sensory and cognitive
factors (e.g., listening strategies or attention) that
affect the ability to detect acoustic signals (Bargones
et al. 1995; Cabrera et al. 2019; Hartley and Moore
2002; Patterson et al. 1982).

Neural Mechanisms Underlying Immature Gap
Detection

The brain regions involved in both bottom-up audito-
ry encoding and top-down cognitive access of
encoded stimuli develop gradually (Cai et al. 2017;
Chang et al. 2005; Klingberg et al. 2002; Moyer et al.
2016; Oswald and Reyes 2011; Sowell et al. 2001) and
thus might contribute to the present results. Regard-
ing auditory encoding, multiple neural inactivation
studies in adult animals demonstrate that perceptual
gap detection relies on central auditory structures:
detection of short, but not long (9 50 ms), gaps is
impaired when the auditory cortex is inactivated or
ablated (Ison et al. 1991; Kelly et al. 1996; Moreno-
Paublete et al. 2017; Syka et al. 2002; Threlkeld et al.
2008). Notably, increased magnitude and more pre-
cise timing of inhibitory synaptic inputs in relation to
excitatory activity can enhance neural representations
of temporally varying sounds, including short gaps in
noise (Cai et al. 2017; Gay et al. 2014; Keller et al.
2018; Kurt et al. 2006; Razak et al. 2008; Ye et al.
2010). Cortical inhibition has been directly demon-
strated to affect behavioral gap detection, as suppres-
sion of inhibitory interneurons in the auditory cortex
immediately following a gap improves gap detection
thresholds in adult animals (Weible et al. 2014). In
young animals, inhibition in the auditory cortex has a
less precise onset and longer duration in response to a
stimulus, which impairs the temporal accuracy of
sound-evoked neural responses (Cai et al. 2017;
Oswald and Reyes 2011; Takesian et al. 2012). As
auditory cortex activity is causally linked with gap
detection performance, it is plausible that immature
cortical inhibition contributes to perceptual deficits in
gap detection.

In the present study, within-listener track variability
decreased with age, indicating a maturational trajec-
tory of attention and implicating top-down influences
on auditory regions. Task engagement enhances
auditory cortex responses to sound in both humans
and animals (Buran et al. 2016; Caras and Sanes 2017;
Downer et al. 2017; Engell et al. 2016; Fritz et al. 2003;
Hayes et al. 2003; Strait et al. 2014) via modulation
arising from the frontal cortex and other regions
(Fritz et al. 2010; Froemke et al. 2007; Weinberger
2007; Winkowski and Kanold 2013; Xiong et al. 2015;
Zhou et al. 2014). Yet in humans, the frontal lobe and
its associated cognitive control functions remain
immature until late adolescence or young adulthood

(Best and Miller 2010; Giedd 2008; Klingberg et al.
2002; Larsen and Luna 2018; Sowell et al. 2001).
Indeed, top-down enhancement of responses in the
auditory cortex is immature until at least 14 years of
age for humans (Strait et al. 2014). Thus, immaturities
in cortical modulation from higher neural regions
could have caused increased difficulty with gap
detection in the present study. The reduced interac-
tion of age and gap onset time when within-listener
variability was added to the model implies that this
effect may have been at least partially attributable to
attention. Other immature top-down modulatory
processes may have contributed to the main effects
of age and block, the interaction of age and block,
and the interaction of block and gap onset time.

Gap Onset

All age groups had better performance for longer gap
onset times, consistent with previous work with
inexperienced adult listeners (Snell and Hu 1999).
Thresholds decreased until gap onset was ~30 ms for
older adolescents. This outcome is consistent with
neural data showing that the benefit of delayed onset
time for gaps in noise plateaus between 30 and 50 ms
for adult animals (Eggermont 2000). We hypothesized
that the known gradual maturation of temporal
processing would induce particular difficulty with
short gap onset times for younger adolescents. Based
on recordings in animals, the length of the inhibitory
response in the auditory cortex to an initial sound sets
the window for how long a subsequent gap must be
for neurons to encode the sound following the gap
(Cai et al. 2017; Eggermont 2000). The time course of
recovery from inhibition in young to adolescent
animals is much longer than for adults, ranging from
94 to 50 ms across development versus 20 ms in adults
(Cai et al. 2017). For gaps occurring shortly after
sound onset, the slower time course of inhibition in
the immature auditory cortex could impair the
detection of gaps occurring after a short onset by
not allowing enough time for cortical neurons to
recover from inhibition and respond reliably to the
post-gap sound. Indeed, the one human study that
examined this effect in children did find that children
up to 8 years of age were differentially affected by
shorter gap onset times (Diedler et al. 2007). In
contrast, the younger listeners (8 to 14 years) in the
present study showed very little benefit of gap onset
time increasing past 10 ms. It is possible that temporal
resolution is still maturing in this age range, and that
the longest gap onset time presented (50 ms) was too
short for younger listeners to benefit from increased
gap onset time. However, including within-listener
variability in the model eliminated the main effect of
gap onset and its interaction with age. This implies
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that these effects in the main model were likely due to
central processes associated with within-subject varia-
tion, i.e., attention and its known effects on cortical
excitation and inhibition.

Perceptual Learning

In all age groups, performance improved between
the two days, but not within them. Perceptual learning
has at least two phases: an acquisition phase, often
corresponding to within-day performance, and a
consolidation phase which usually leads to between-
day gains (Ahissar et al. 2009; Amitay et al. 2014;
Irvine 2018). Our results suggest that learning on gap
detection does not occur rapidly during acquisition
(i.e., within days) but instead requires consolidation
between days, shown by the improvement between
both blocks on day 1 and the initial performance on
day 2. Contrary to our predictions, we did not observe
any developmental differences in between-day learn-
ing. One possible reason is that the present experi-
ment only included two days of testing, whereas
previous work showing differences in across-day
learning between adolescents and adults have includ-
ed ten daily training sessions, and the across-day
differences were more evident later in the training
phase (Huyck and Wright 2011, 2013).

Within the second day, the performance of the
youngest group worsened. Worsening is not uncom-
mon on perceptual tasks and is usually associated with
some form of fatigue, either due to top-down factors
such as attention (Moore et al. 2008, b; Rowan and
Lutman 2006) or bottom-up factors such as perceptual
over-stimulation (Huyck and Wright 2013), where
worsening has been associated with changes in
primary sensory cortical responses (Mednick et al.
2008; Mednick et al. 2002). Consistent with this
literature, worsening remained significant even when
within-listener variability was added to the model,
suggesting that this phenomenon may not be solely
attributable to maturational differences in attention
or compliance.

Summary

In summary, perceptual gap detection has a
prolonged developmental trajectory that extends well
into adolescence. Furthermore, younger adolescents
did not benefit from increasing gap onset times to the
same extent as older adolescents and young adults. All
age groups improved between days; however, the 8- to
10-year-olds worsened within the second testing day,
demonstrating that their response to perceptual
training may also be immature at this age. This adds
to a growing literature on adolescent auditory per-
ception showing that temporal processing develops

late, suggesting that adolescents process everyday
sounds differently than adults. The youngest listeners
showed less benefit from increasing gap onset time
than predicted, but the behavioral results are still
consistent with neural data that predict difficulty with
short gap onsets during development. Additionally,
the behavioral results predict that cortical sensitivity to
gaps should be worse for shorter gap onset times
during development, with sensitivity potentially im-
proving even beyond 50 ms.
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