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Abstract

Malarial rhythmic fevers are the consequence of the synchronous bursting of red blood cells 

(RBCs) upon completion of the malaria parasite asexual cell cycle. Here we hypothesized that an 

intrinsic clock in the parasite underlies the 24-hour-based rhythms of RBC bursting. We show that 

parasite rhythms are flexible and lengthen to match the rhythms of hosts with long circadian 

periods. We also show that malaria rhythms persist even when host food intake is evenly spread 

across 24 hours suggesting that host feeding cues are not required for synchrony. Moreover, we 

find that the parasite population remains synchronous and rhythmic even in an arrhythmic clock 

mutant host. Thus, we propose that parasite rhythms are generated by the parasite, possibly to 

anticipate its circadian environment.

One Sentence Summary

Host rhythms are not necessary for malaria rhythmicity.
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Main Text

Multiple daily rhythms have been described in malaria infections, including fevers, host-

seeking behavior of the mosquito vector, oocyst burden, gametocyte numbers and blood-

stage schizogony timing (1–3). In the blood, erythrocytes (red blood cells or RBCs) burst 

approximately 24, 48 or 72 hours after invasion, depending on the Plasmodium species (4). 

These periodic blood-stage asexual cell cycle rhythms are accompanied by robust rhythms in 

gene expression (5–8). It has been proposed that host rhythms drive the daily rhythms of 

malaria parasite, since shifting the normal circadian rhythms of the host leads to a change in 

timing of cell-cycle rhythms in the parasite (9–12). This idea is also supported by the 

observation that malaria parasites lose their populational synchrony in culture, where host 

rhythms are absent (13). However, virtually all living organisms have intrinsic circadian 

clocks that can anticipate daily changes of their environment (14), and we previously 

showed that the parasite that causes sleeping sickness has an intrinsic circadian clock (15). 

Because the malaria cell cycle and gene expression are intimately linked with daily rhythms, 

we hypothesized that, instead of merely responding to host cues, the malaria parasite also 

has an internal timekeeping mechanism.

Malaria parasite rhythms persist in constant darkness

The 24-hour light/dark cycle is the primary cue used by the host to entrain its circadian 

rhythms to the environment. Thus, to dissect which cues are essential for malaria parasite 

synchrony, we first assessed the effects of light/dark cycles on parasite rhythms. We probed 

the transcriptomes of parasites every 4 hours for three days from wild-type (WT) mice 

housed in regular light/dark (LD; 12 hours:12 hours) conditions or in complete darkness 

(DD; Fig. 1A). Consistent with previous reports, when exposed to regular light/dark cycles 

Plasmodium chabaudi populations were synchronized with robust daily rhythms in both the 

asexual cycle and gene expression (6, 12). Malaria gene expression was strikingly rhythmic; 

as unbiased multidimensional scaling analysis identified similar patterns of expression 

across the >5,000 genes for samples taken 24 hours apart (e.g.,16 hours, 40 hours, 64 hours 

clustering together) independent of the host LD or DD lighting conditions (WTLD and 

WTDD, Fig. 1B). Using statistical tests for ~24-hour periodicity (detailed in the Methods, 

Fig. S1), we found that, out of the 5,244 genes expressed by blood-stage parasites, over 

4,000 were cycling in both lighting conditions (>80% of the transcriptome, Fig. 1C–D, Data 

Table 1). This is a slightly higher number of genes than described previously for LD 

conditions (6), possibly because of a combination of higher sensitivity of sequencing 

technique, multiple cycles assessed per condition, and robust statistical methods. 

Importantly, the phase at which these common cycling genes peaked and their median 

circadian fold-change (6.5-fold) was maintained in both LD and DD conditions, indicating 

that malaria rhythms persist in constant darkness, and suggesting that lighting cues are not 

an important signal for this intracellular parasite within its rhythmic host (Fig. 1C–H), 

consistent with our prior research on the sleeping sickness parasite (15).
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Malaria parasites actively synchronize their rhythms with the host

Although these results showed that malaria parasites remain synchronized in a host with 

normal circadian rhythms, we wondered whether malaria parasites, similar to many other 

organisms, can entrain to periods that are not exactly 24 hours (16). If so, this would suggest 

that their cell-cycle is not locked to a 24-hour thermodynamic constraint, and, instead, that 

they may have their own intrinsic rhythms which can be modulated by host cues. Previous 

studies have shown that the timing (‘phase’) of malaria parasite rhythms can adjust to host 

rhythms when hosts experience jetlag (9–12). However, instead of just the timing, we aimed 

to directly test the plasticity of their rhythms (‘how long’ a cycle would last, i.e., ‘period’) in 

a host with an abnormal circadian period (17, 18). Therefore, we challenged the plasticity of 

parasite rhythms by infecting both wild-type (WT) and long-period Fbxl3 (Long Period) 

mutant mice maintained under constant darkness (DD) and assessed the effects on asexual 

cell-cycle and transcriptional rhythms. Under DD conditions, the period of WT mice activity 

rhythms was 23.7 hours (± 0.3h, n = 34 mice), whereas that of Long Period mice was 25.7 

hours (± 0.7h, n = 37 mice; Fig. 2A–B), which caused activity onset to shift approximately 2 

hours later each day. Thus, after 6–7 days in DD, Long Period mice were in opposite phase 

to WT animals (Fig. 2A). Remarkably, instead of staying locked to a 24-hour asexual cycle, 

malaria parasites in Long Period hosts slowed their cell cycle to match the longer period 

rhythms of the host. When these data were analyzed relative to the length and timing of the 

host activity period, it was clear that the timing of parasite cell division matched the host 

(WT or Long Period) activity rhythms (Fig. 2C). Gene expression rhythms were also longer, 

with significant overlap between the cycling genes from parasites in either host type (Fig. 

2D, Fig. S2A–B, Data Table 1) and with the phase of gene expression matching host activity 

rhythms (Fig. 2E–F). This was a gradual slowing down (Fig. 2F), which suggests that there 

is not a thermodynamic constraint imposed on the 24-hour cell-cycle period and that 

parasites were not completing the 24-hour cell division and then waiting for a host cue to 

resume the next cycle of replication (Fig. 2G and S2C–D). Instead, distribution of phases of 

cycling genes was spread out rather uniformly across each cycle. Further characterization of 

the phase alignment hinted at an active, intrinsic phenomenon, since, although the timing of 

gene expression was aligned with the host’s activity, the two were not perfectly correlated 

(Fig. 2F, right panel). The parasite peak gene expression in the Long Period mice lagged 

behind (0.64 radians, i.e. 10% of the cycle) and the amplitude of the asexual cycle was not as 

high as within a WT host (Fig. 2C, reduction of 62% in amplitude), as might be expected 

from a parasite that is actively adjusting (i.e., gradually delaying) their internal rhythm to the 

longer period. These findings suggest that the parasite asexual cell cycle and gene 

expression may not be simply driven by the host rhythms but are generated by the parasite. 

Also, importantly, the parasite’s rhythmicity is not merely a consequence of the length of its 

cell cycle, as it can be actively synchronized to the period length of the host.

Malaria rhythms do not require host feeding rhythms

Together, our first two experiments demonstrated that lighting cues are not necessary for 

parasite rhythms and that there is plasticity in parasite rhythmicity, but these findings do not 

exclude the possibility of other non-photic host cues (19–21). Feeding rhythms have been 

proposed to drive rhythms of the asexual cell cycle of the parasite (19, 20), since the timing 
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of parasite cell-cycle division is reversed in animals fed in the daytime. Because both WT 

and Long Period mutant mice in DD maintain their circadian feeding rhythms and liver gene 

expression (Fig. 2H and S2B), we next wanted to test whether feeding rhythms are necessary 

for parasite cell-cycle and transcriptional rhythms. Infected mice were housed in automated 

feeders (22) in LD conditions that either restricted the timing of food intake to the dark 

when mice usually eat (‘night fed mice’) or, in order to abolish feeding rhythms, had food 

access evenly distributed throughout the 24-hour day (‘spread-out fed mice’, Fig. 3A). The 

total amount of food provided was the same in both conditions (14 × 300 mg food pellets in 

24 hours, Fig. 3B–C). Regardless of when food was available, mice still chose to run during 

the dark phase (Fig. 3B–C). As predicted, the metabolic challenge of feeding with the 

unnatural spread-out pattern led to a significant body weight and body fat percentage 

increase in the spread-out fed group relative to nighttime fed conditions (23, 24), even 

though food consumption and running wheel activity were similar (Fig. 3C–D). This 

reinforces that the experimental design was successful in abolishing feeding rhythms. If 

feeding rhythms drive the synchrony of malaria, abolishing feeding rhythms should make 

the probability of finding parasites at any stage of the cycle at any time of the day the same 

(i.e., the rhythmicity of the parasite population would be lost, even if each parasite still takes 

~24 hours to divide). Instead, we found that even during spread-out feeding conditions, the 

asexual cell-cycle rhythms of malaria parasites were maintained (Fig. 3E, Fig. S2E–F), with 

>90% of cycling genes in the spread-out condition being shared with regular night-feeding 

(Fig. 3F–H, Data Table 1). These data clarify that the host cue that parasites align to is not 

the actual food intake rhythm, and, notably, feeding rhythms do not drive the oscillations in 

the parasite population, contrary to what has been proposed (19). Other downstream cue(s) 

that may change upon feeding manipulations (such as body temperature, metabolites or 

hormones) and that do not change in the absence of feeding rhythms are likely used by 

parasites as a time cue (Fig. 3I). The amplitude of the oscillation of the common cycling 

genes was slightly reduced (6% reduction) with spread-out feeding, implying that a minor 

percentage of parasite transcripts rely on rhythmic feeding cues (Fig. 3H, Fig. S2F). 

Together, these data suggest that, although rhythms in host food intake may be a cue for 

malaria cell-cycle timing, they are not necessary for malaria rhythmicity.

Malaria rhythms persist in an arrhythmic host

Finally, we asked whether malaria rhythms could persist within a completely arrhythmic 

host. If parasites do not have clocks, we would predict that they would very rapidly lose 

synchrony in the absence of host rhythms; however, if parasites have clocks we would 

predict that parasites maintain synchrony or slowly lose it over time. To test this, we 

entrained WT and Cry1/Cry2 arrhythmic clock mutant mice in a LD 12 hours:12 hours 

cycle, then infected and released them into DD. Arrhythmic mutant mice lose both their 

wheel-activity and feeding rhythms immediately under DD (25) (Fig. 4A–C and Fig. S3A). 

The arrhythmic mutants showed higher body fat percentage than WT mice in DD (as in WT 

mice under spread-out feeding conditions) despite having lower body weight (Fig. 3D and 

Fig. S3B). Remarkably, both malaria asexual cell-cycle rhythms and transcriptional rhythms 

persisted with ~24 hours rhythmicity for 5 to 7 days after infection, even in the arrhythmic 

host (Fig. 4D–E and Fig. S3C). Unbiased multidimensional scaling detected a circular 
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pattern representing a similarity in gene expression across timepoints that varied throughout 

the day and returned to an initial value as the day ended, similar to what is observed in WT 

(Fig. 4E and Fig. 1B). This result indicates that parasite gene expression remains rhythmic 

across 24 hours, even without host cues.

We identified ~1,000 genes that ceased cycling within arrhythmic hosts, suggesting that 

these are genes that cycled due to external host signals (Fig. 4F and Fig. S3E). However, the 

vast majority of genes (~3,000, or 60%) remained cycling in both WT and arrhythmic hosts, 

suggesting that these genes are driven by the internal timekeeping mechanism of the parasite 

rather than driven by host circadian rhythms (Fig. 4F, Data Table 1). A small number of 

genes (328) whose rhythms were revealed upon the absence of host rhythms suggest that 

some host rhythms counterbalance these gene expression pattern of the parasite. There was a 

clear reduction in amplitude of the common cycling genes in parasites from arrhythmic hosts 

(Fig. 4H and Fig. S3D), as would be expected for any population of cells when 

environmental cues are removed and similar to what has been described for other circadian 

systems (15, 26, 27). Despite the abundance of research describing absence of rhythms in 

these arrhythmic mutants (28, 29) it is always complex to prove the negative, that there are 

no remaining rhythms that could maintain parasite population synchrony. However, if 

arrhythmic mutant mice were to have any residual rhythms able to set the time of (entrain) 

the parasite population, then the amplitude of the parasite rhythms should remain similar to 

when parasites infect a WT host. Instead, we observed the amplitude decreased with time, 

which is consistent with parasite desynchronizing. This has been well-described in 

mammalian cells, where in the absence of entraining signals endogenous clocks slowly drift 

apart (15, 26, 27).

The overall daily rhythms of the transcriptional cascade were similar in WT and arrhythmic 

hosts. Most of the cycling genes that ceased cycling had maximum expression at the 

beginning of the cycle (~0–8 hours, Fig. 4H and Fig. S3D), while those that remained 

cycling showed little change in their relative phase of expression (Fig. 4I). Despite the 

decreased amplitude of the oscillation of some genes, their overall expression profiles were 

unchanged (Fig. 4G and 4J). Among the top 25 common cycling genes (likely internally 

driven by the parasite timekeeping mechanism), were the Fam-a proteins, which is one 

family of Plasmodium-specific proteins exported into the RBC that are involved in the 

transporting and uptake of host phosphatidylcholine for parasite membrane synthesis (30). 

Other examples include the schizont membrane associated protein (SMAC), which is 

associated with sequestration in the vasculature (31, 32), and reticulocyte binding protein, 

which is associated with invasion of RBCs (33). As an essential control, we also assessed 

whether molecular rhythms (in addition to wheel and feeding behavior rhythms) were 

abolished in the arrhythmic mutant hosts. As expected, arrhythmic hosts showed no rhythms 

in either clock gene expression or metabolic pathways (Fig. 4K).

Malaria clocks are entrained by host cues

There are at least two ways parasites could maintain rhythms in the absence of host cues: i) 

having an internal clock but unable to mutually synchronize, in which with period variation 

across the population would lead to slow decay in synchrony (as observed in fibroblasts in 
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culture (26, 27)); or ii) having a clock that allows parasites to release rhythmic signals that 

can mutually synchronize the parasites with each other. To distinguish between these two 

possibilities, we housed WT and arrhythmic mutant mice for over a week in darkness to 

ensure arrhythmicity in the arrhythmic genotype. We then infected them and followed 

parasite synchrony for 16 days. We observed that parasites in WT mice remained 

synchronized throughout the protocol. In contrast, in arrhythmic mutant mice synchrony was 

maintained with a slow decay only until the peak of parasitemia (~8–9 days post infection, 

JTK and LS p < 0.05, Fig. 4L and Fig. S3F) after which parasite synchrony was lost (JTK 

and LS p > 0.05, Fig. 4L). These findings are similar to those seen in mammalian cells with 

intrinsic circadian rhythms that require an external cue to synchronize the population, as 

over time the small variation in their internal rhythms leads to overall population asynchrony 

(26, 27). Thus, these observations support hypothesis (i) instead of hypothesis (ii), since the 

parasite population could not resynchronize upon losing synchrony, showing that parasites 

are not able to release a signal to mutually synchronize themselves, but rather need to 

integrate some host cue. Taken together, our findings indicate that malaria rhythms are 

maintained through internal clocks, but they still require host cues to entrain their rhythms in 

order to maintain synchrony across the parasite population and to remain synchronous in the 

long-term.

As a complement to our biological experiments, we developed mathematical models of the 

host and parasite transcriptional systems to test whether the rhythmicity of malaria parasites 

could be a simple “reactionary” response to host stimuli or whether malaria parasites have 

an intrinsic timekeeping mechanism (Fig. 5). We produced 4 different models using ordinary 

differential equations: models 1 and 2 assume that malaria parasites do not have an intrinsic 

clock and that the parasite rhythms observed are merely responses to host feeding patterns 

(model 1) or driven by host circadian activity (model 2). Model 1 reflects the current 

understanding of the field in which the malaria parasite rhythms reflect a simple reactionary 

response, known as a “just-in-time” response, to feeding/fasting cycles. In models 3 and 4, 

malaria has its own clock generating the parasite rhythms, with the clock capable of 

entraining to host feeding (model 3) or activity (model 4) cues to initiate synchrony, thereby 

reflecting our hypothesis. We applied these models to a population of 100 parasites with a 

distribution of periods among them of 24.2 hours ±1.3 hour (34). Using these models, we 

simulated our experimental challenges (WT in LD ad lib. or under spread-out feeding and 

arrhythmic mutant hosts) and then compared our simulation results to the experimental 

observations. The direct comparison would be from the experimental data to the ‘parasite 

mean’ rhythms since experimentally we studied population dynamics.

We began by testing model 1, which predicted that under evenly distributed feeding 

conditions parasite rhythms would be lost (model 1, WT spread-out and arrhythmic mutant, 

Fig. 5 middle and bottom row, Fig. S4 and S5). The simulation result did not match what we 

observed experimentally (Fig. 3E–H and Fig. 4J), thus model 1 is not valid. Model 2 predicts 

that malaria rhythms would be immediately lost in an arrhythmic host (model 2, Fig. 5 

bottom row, Fig. S4 and S5). However, the simulation results do not match what we 

observed experimentally since rhythmicity of the parasite population is maintained even 

after 5–7 days (Fig 4 D–J), thus model 2 can also be rejected. Instead, only an intrinsic 

timekeeping mechanism of the parasite (models 3 or 4) could explain our observed 

Rijo-Ferreira et al. Page 6

Science. Author manuscript; available in PMC 2020 November 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



experimental results, including remaining rhythmic in the absence of any rhythmic host cues 

to the parasite population (Fig. 5). Since upon spread-out feeding, the amplitude of parasite 

rhythms is predicted to drop significantly if the intrinsic parasite oscillator was entrained by 

feeding (model 3, middle row), and this does not match our observed results (Fig. 3H), the 

model that best describes the biophysical oscillation experimentally observed is model 4. 

Model 4 recapitulates the slow decay in synchrony experimentally observed in arrhythmic 

hosts (Fig. 4D–J and Fig. 4L) and amplitude that persists upon spread out feeding. 

Altogether, modeling of the biophysical properties of the host and malaria parasites rhythms 

further supports the idea that malaria rhythmicity is driven by an intrinsic clock that is 

entrained by circadian signals from the host.

Malaria rhythms may be under transcriptional regulation

Finally, to investigate the molecular mechanisms underlying the Plasmodium clock, we 

searched for putative regulatory regions for the cycling genes. Although we did not find 

clear homologues between known clock genes and the malaria parasite genome (Data Table 

2), we defined several putative regulatory elements that may be responsible for the cycling 

of sets of genes at specific times of day. Interestingly, the co-expression cluster M identified 

from our datasets whose 174 genes peak at 18 hours, is enriched (63% of genes, Figs. S6–

S7) for an E-box DNA motif, CACGTG, that is a binding site of CLOCK:BMAL1, the 

transcriptional activator complex in the core circadian clock mechanism in mammals (35). 

The absence of clock homologues is not surprising, as early eukaryotes are quite divergent, 

and even across the well-established circadian rhythm models (cyanobacteria, fungi, plants 

and animals) the genes that control such oscillations are not conserved (14, 36). 

Nonetheless, the enrichment of specific regulatory motifs may suggest a transcriptional-

translation mechanism underlying the oscillations in Plasmodium gene expression.

Conclusions

Our findings show that periodic rhythms are intrinsic to each parasite, although the parasites 

in a population do not have a means to synchronize themselves to each other without host 

cues. These findings are consistent with the fact that parasites lose synchrony in culture (13) 

and with findings from other isolated cell types: individual mammalian cells have slightly 

different circadian periods losing synchrony with time and thus need to be repeatedly 

resynchronized when in culture. It is also important to note that, although the most evident 

malaria parasite rhythm is the asexual cell cycle, clocks can regulate many more aspects of 

biology (14, 37). This may provide an explanation for malaria parasites having 

developmental cycles shorter than 24 hours (18-hour cycle for P. yoelii (38) and 21-hour for 

P. berghei (39)), similarly to cyanobacteria (40) and T. brucei (15). Future studies will need 

to address what comprises the parasite timekeeping mechanism that allows it to sustain 

intrinsic rhythms while also receiving and integrating timing cues from the host. In addition, 

it may be interesting to assess the contribution of non-transcriptional oscillators to parasite 

rhythms. Peroxiredoxin oxidation rhythms exist in RBCs (which do not perform 

transcription); however, based our findings it is unlikely that the weak rhythms found in 

RBCs of arrhythmic mutants (41, 42) could drive oscillations of 60% of the genome of the 

parasite. Even if they play a minor role they are not able to maintain the synchrony (since 
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there is a decrease in amplitude) nor re-entrain the parasite population once synchrony is 

lost. These findings are also supported by human malaria parasites showing different period 

lengths when cultured in the same blood (Smith et al co-submitted). It would also be 

important to investigate how asexual cell cycle timing is gated by parasite transcriptional 

rhythms that persist in the absence of host rhythms (43, 44). Since perturbing either the 

clock mechanism or the integration of host cues may alter the host-parasite interaction, 

better understanding of the complex host-parasite interaction may improve treatments for 

malaria.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Fig. 1. 
Circadian host cues and not environmental changes synchronize the parasite population. A. 
Schematic representation of the experimental design in which mice were kept either under 

light/dark cycles (WTLD – light blue) or in complete darkness (WTDD - grey) where their 

internal rhythms is the only time cue for the parasites. Activity represents the daily rhythm 

profile of host activity. Diagram of the asexual cell-cycle stages known to be synchronous 

among the parasite population throughout the day. B. Multidimensional scaling assessment 

of parasite gene expression within each host shows samples that were collected 24 hours 

apart clustering together as if they were replicates, even when considering all >5,000 genes 

(cycling or not, using this unbiased method). This creates a circular shape, characteristic of 

very rhythmic datasets. Samples were collected every 4 hours for three consecutive days 

starting on day 5 post-infection. WTLD, n = 108 mice, WTDD, n=36 mice. The annotation 

16A refers to gene expression data from the parasites collected at 16 hours after lights on 

(ZT16, light blue) or from the equivalent time point in DD (CT16, grey), replicate A. Similar 

annotations are used for the remaining data points. C. The number of parasite cycling genes 
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with a 24-hour period, showing that gene expression in the parasite is rhythmic in both 

conditions. D. Phase (time of peak of expression during the day) is maintained across 

conditions. E. Example of two of the top 20 cycling genes in both conditions include the 

RNA-binding protein (PCHAS_0508500) and the transcription factor with AP2 domain 

(PCHAS_0110100). F. Phase of the common cycling genes is perfectly correlated. Phase 

correlation is double plotted. G. Heatmaps sorted by phase of genes cycling within the 

WTLD host, showing that in WTDD their profile is virtually unchanged. Each row is one 

gene whose gene expression is z-scored. H. Circadian foldchange for the common cycling 

genes across conditions does not change upon isolation of environmental cues. Ks means 

Kolmogorov-Smirnov test.
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Fig 2. 
Parasite rhythms are not locked to a 24-hour period, but are instead plastic and adjust to a 

different period length. A. Schematic representation of the experimental design in which WT 

mice or a long circadian period mutant were infected in complete darkness (DD) where 

rhythms shift to the opposite phase after 6 days. Blood was collected every 4 hours for three 

consecutive days starting on day 5 post-infection. B. Running-wheel activity actograms to 

monitor circadian behavior upon release in complete darkness (shaded areas of the 

actogram). Mice were recorded for 36 days to characterize their phenotypes prior to 

infection (day 0, second period in DD, shaded area). C. Internal circadian period of each 

mouse (left panel). Asexual cycle timing was converted from collection time (from blood 

collected at standard local time) to match the circadian time of activity period of the host (n= 

62 WT mice, n= 43 long period mice, from 3 independent experiments). D. Number of 

cycling genes of the parasite in each host. E. Phase of expression of cycling genes based on 

the clock (local) time of collection (ZT0 in the previous light/dark schedule, with 0 hours 

representing time at which lights were turned on prior to constant darkness), representative 

of day 6 post-infection (blood from 36 mice per group, from 2 independent biological 

replicates for each timepoint) and F. after matching to the circadian time of the host (reliable 
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circadian onset identifiable for n=35 WT and n=29 long period mice), showing their 

alignment to host rhythms. For WT 2π is roughly 23.7 hours for each mouse; and for Long 

Period 2π is roughly 25.7 hours. Right panel shows the correlation of the phases among 

genes. G. Phase plots for parasite gene expression when infecting the Long Period mutants. 

On the left is represented the observed phase (peak expression) of the cycling genes, and on 

the right is the expected results for the phase of parasite gene expression when infecting 

Long Period mutants if the parasite rhythms were driven by a 24-hour thermodynamic 

constraint cell-cycle, i.e., would be a similar phase plot to when infecting WT mice with a 2 

hour delay to resume cycle. H. Host liver gene expression of clock genes and two metabolic 

genes. Each time point is composed of 3–4 mice per condition, with line connecting them 

being only for visualization purposes. Error bars represent standard deviation.
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Fig 3. 
Feeding rhythms are not required for parasite rhythmicity. A. Schematic representation of 

the experimental design in which WT mice were either fed at nighttime or the same amount 

of food was spread throughout the day, thereby abolishing daily rhythms in food intake. 

Blood was collected every 4 hours for two consecutive days, starting on day 5 post-infection. 

B. Running-wheel activity actograms to monitor activity (in black) and food intake (in red 

circles). C. Average daily profile of activity for the n=26 nighttime fed mice and n=24 

spread-out fed mice. Spread-out feeding had no effect on the timing or total amount of 

activity. However, with spread out feeding, food intake lost daily rhythms despite the same 

total consumption. D. Left panel shows body weight comparison, Two-Way ANOVA, time 

factor and feeding condition both p < 0.01. Right panel shows body fat composition, Mann-
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Whitney, p < 0.0001. E. Parasite asexual cell-cycle stage over time. F. Phase (peak time) of 

parasite daily gene expression. G. Number of cycling genes in the parasite from host in each 

feeding condition. H. Circadian fold change of the common cycling genes across feeding 

conditions. Ks means Kolmogorov-Smirnov test. I. Host liver gene expression of clock 

genes and two metabolic genes. Each time point is composed of 3–4 mice per condition, 

with line connecting them being only for visualization purposes. Error bars represent 

standard deviation. Two-way ANOVA shows an effect of time for all genes p < 0.0001, and 

an effect of feeding condition in Cry1 (p < 0.05), Glut2 (p < 0.0001) and Gys2 (p < 0.001).
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Fig 4. 
Malaria rhythmicity is not driven by the host. A. Schematic representation of the 

experimental design in which WT mice or arrhythmic mutants were infected and released 

into constant darkness (DD). Blood was collected every 4 hours for two consecutive days, 

starting on day 5 post-infection. B. Running-wheel activity actograms to monitor activity (in 

black) and food intake (in red circles). Mice were recorded for 36 days to characterize their 

phenotypes prior to infection (day 0, shaded area represents second period in DD). C. 
Average circadian profile of activity for WT (n= 19) and arrhythmic mice (n=18) in DD. 
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Arrhythmic mice lost both activity and feeding rhythms upon darkness. D. Parasite asexual 

cell-cycle stage across time. E. Multidimensional scaling assessment of parasite gene 

expression within each host shows rhythmicity (circular pattern) of gene expression even in 

an arrhythmic mutant. F. Number of cycling genes in the parasite from within each host. G. 

Circadian fold-change of the common cycling genes across conditions. Amplitude of the 

~3,000 genes that remained cycling was compared with a Kolmogorov-Smirnov test (Ks). H. 

Heatmaps sorted by phase of genes cycling within the WT host, where the profile of parasite 

gene expression in the arrhythmic host is virtually unchanged. Each row is one gene whose 

expression is z-scored. The green mark on the side of the heatmap represents the phase (0–8 

hours) which lost many of the 1,000 genes that stopped cycling within the arrhythmic host. 

I. Phase (time of peak of expression during the day) was maintained across conditions. J. 

Top 25 common cycling genes showing examples that drop amplitude and some whose 

profile is unaffected. Fam-a protein (PCHAS_0100100), schizont membrane associated 

cytoadherence protein (SMAC) (PCHAS_0101300), reticulocyte binding protein 

(PCHAS_0101100), elongation factor G (PCHAS_0101900), transcription factor AP2 

(PCHAS_0103600) and DHODH, dihydroorotate dehydrogenase (PCHAS_0102800). K. 

Host liver gene expression of clock genes and two metabolic genes. Each time point is 

composed of 3–4 mice per condition, with line connecting them being only for visualization 

purposes. Error bars represent standard deviation. L. WT (n = 2) and arrhythmic mutant 

mice (n= 5) were kept in constant darkness (DD) for over a week prior to infection and 

during the remainder of the experiment. Mutant arrhythmicity was confirmed with running 

wheel activity and food intake patterns. Mice were infected and synchrony was assessed at 

two time points: at previous lights ON (6 AM, light grey) and previous lights OFF (6 PM, 

dark grey) schedule for 16 days after the infection. Parasites infecting WT mice showed 

significant rhythmicity before and after the day 8 (peak of parasitemia, JTK and LS 

circadian algorithms, days 5–8 and 12–14, p < 0.05), whereas parasites infecting arrhythmic 

mice were only rhythmic prior to day 8 (JTK and LS cycling analysis for days 5–8, p < 0.05; 

for days 12–14, N.S.). Statistics?
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Fig 5. 
Malaria rhythms are intrinsic. Mathematical modeling of the two main hypotheses: “Host-

driven rhythms” of malaria parasites, either driven by feeding rhythms (model 1) or activity 

rhythms (model 2); or “Malaria intrinsic clock” whose rhythms are synchronized with the 

host clock by integrating feeding (model 3) or/and activity rhythms (model 4). Simulations 

of model 1–4 recreating the i) ‘normal’ infection WT in light/dark conditions (LD) with 

food available ad libitum (top row); and the experimental challenges of ii) ‘Spread-out 

feeding’ experiment in LD in which feeding rhythms were abolished, and mice voluntarily 

maintained rhythmic activity profile (middle row); and, iii) recreating the ‘Arrhythmic host’ 

experiment in complete darkness (DD) with food available ad lib., which due to their lack of 

a functional clock both feeding and activity behaviors became arrhythmic. Model 4 is the 

model that best recapitulates the observed experimental results.
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