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ABSTRACT: We investigated the reliability of ab initio methods to predict the
binding energies of molecular encapsulation complexes. Vast possibilities for the
docking conformations were screened down to a couple of geometries using a
semiempirical docking simulation. For the candidates, we applied density
functional theory (DFT) with several exchange−correlation (XC) functionals to
evaluate the binding energy. We carefully selected and compared the functionals to
elucidate the role of the characteristic factors in achieving the XC effects. It is
clarified that the improper combination in XC with D3 dispersion force correction
leads to overbinding. For achieving a proper combination, the exchange interaction
over the longer range to avoid the overbinding was found to be important.

■ INTRODUCTION

Biopharmaceuticals, which are manufactured, extracted, and
semisynthesized from biological sources, have high potencies at
low doses and unique medical properties in general1,2

compared to conventional chemical pharmaceuticals. However,
biopharmaceuticals often have poor physical and/or chemical
stabilities, which cause various issues; for example, they cannot
be stored stably for long periods or administered orally. To
address such problems, one of the most promising solutions is
molecular encapsulation, wherein1,2 the biopharmaceutical
molecule (guest) is combined with a carrier molecule (host)
for physical and chemical stabilization. This approach also
enables control of the absorption location and timing.3

These properties heavily depend on the binding strength
between the guest and host molecules. Therefore, reliably
predicting the binding energy based on simulations could
significantly accelerate the development of the molecular
encapsulation technique. Although the most promising
simulation tool for this purpose is density functional theory
(DFT), it remains difficult to describe molecular encapsulation
complexes using exchange−correlation (XC) functionals
because the binding arises from various noncovalent forces:
hydrogen bonding, dispersion forces, hydrophobic interactions,
and so on.4 Several unique ideas to describe these noncovalent
interactions have been suggested thus far. One promising
approach is long-range correction,5,6 which increases the
proportion of exact exchange in long-range interactions and
improves the description of van der Waals forces.7 Another
approach is to use Minnesota functionals, whose parameters
are trained for both covalent and noncovalent systems unlike

B3LYP.8 Although this significantly enhances the reliability of
the simulations for noncovalent systems, these functionals have
an apparent defect in that they cannot reproduce the
asymptotic decrease in van der Waals forces.9 The most
popular way to describe the damping is Grimme’s dispersion
force corrections (D3),10 which employ an empirical function
akin to the Lennard−Jones potential.11
In this paper, we examine the reliability of the functionals

listed in Table 1 for evaluating the binding energy between
cyclodextrins (CDs) (host) and plumbagin (guest). CDs are
some of the most important host molecules for molecular
encapsulation due to their various advantages (see the System
section). However, no studies have yet explored which
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Table 1. List of Tested XC Functionalsa

plain D3 CAM CAM + D3

B3LYP B3LYP-D3 CAM-B3LYP CAM-B3LYP-D3
M06L M06L-D3

aWe examined the reliability of the commonly used functionals
B3LYP and M06L and their relatives with D314 and/or CAM15

corrections to predict the binding energies between plumbagin and
CDs.
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functionals can reliably describe the encapsulation process by
CDs. Thus, we compared the predictions obtained by each XC
functional with those obtained by the diffusion Monte Carlo
(DMC) method12,13 to evaluate their performances.
The paper is organized as follows. In the System section, we

introduce our target systems, CDs and plumbagin. In the
Methods section, we explain how we obtained the binding
geometries used in the docking analysis, as well as the details of
our DFT and DMC calculations. In the Results and Discussion
section, we present and discuss our results, and finally, we
summarize the study in the Conclusions section.

■ SYSTEM
Plumbagin is an organic molecule containing two benzene
rings.16 This molecule is known to have medical efficacy
against prostate cancer,17,18 but the difficulty of its storage
hinders its practical use: 63.8% of plumbagin is lost in one
month under atmospheric conditions due to oxidation and
degradation.19 To address this, molecular encapsulation by
CDs could be the most promising solution.19

CDs are circular molecules consisting of glucose units, as
shown in Figure 1. They are commonly used as a carrier for

various pharmaceuticals because of the various benefits, as
explained below in addition to their chemical stabilities.3 The
cavity sizes of CDs can be adjusted by changing the number of
glucose units, n (≥6), so that a given guest molecule can be
appropriately accommodated. When n is 6, 7, or 8, the CD is
called α-, β-, or γ-CD, respectively. Because of encapsulation
by CD, the plumbagin exhibits improved solubility or
dissolution, which aids in drug adsorption. The drug release
rate/timing can be controlled by replacing the functional
groups. The suitable ring size for plumbagin is β-CD (BCD).16

We calculated the binding energies between plumbagin and
several representative CDs: BCD, methyl-BCD (MBCD), and
2-O-HPBCD.

■ METHODS
We obtained the binding structures between plumbagin and
BCDs using docking analysis with the Lamarckian algorithm

implemented in AutoDock 4.2.6.20,21 This approach is often
used to predict the ligand arrangements of protein systems. A
set of genes represents the ligand arrangements, and they are
updated to obtain energetically stable structures. Here, each of
the genes represents the translations, orientations, and
conformations of the ligands. We regarded plumbagin as the
“ligand” of BCDs to perform the docking analysis.
The molecular structures of plumbagin and BCDs were

taken from their entries (PVVAQS01, BCDEXD03, BOY-
FOK04, and KOYYUS) in the Cambridge Structural Data-
base.22 We optimized the structures using CAM-B3LYP-D3
prior to the docking analysis. In the analysis, the translation of
plumbagin was discretized on a 50 × 38 × 24 grid with a
spacing of 0.375 Å. We updated ∼150 genes for 100 iterations
and selected only one gene at the end of each iteration to
“survive” to the next. The energy corresponding to each gene
was calculated by an empirical force field, whose electrostatic
interaction was calculated based on the Gasteiger charges.23

The other input parameters were set to the default values in
Autodock 4.2.6.
We used Gaussian09/1624,25 for DFT calculations. We

performed all-electron calculations with 6-31++G(d,p) Gaus-
sian basis sets, since the 6-31G family of basis sets is often used
for analyzing host−guest docking systems similar to
ours.4,26−29 We corrected the basis set superposition error
(BSSE) with the counterpoise method.30 The eight functionals
listed in Table 1 were used to calculate the barrier energies,
where the geometries of the isolated plumbagin and BCD
molecules and their complexes were optimized for each
functional.
For the analysis (Results and Disccusion section), we used

DMC12 to obtain reliable reference values. The calculations
were performed using QMCPACK implementation31 for the
geometries optimized by DFT with the M06L functional. The
orbital functions used in the Slater determinant were generated
by the DFT method with the M06L functional implemented in
GAMESS.32,33 The core potential in the hydrogen atoms was
described by Annaberdiyev’s effective core potential,34 and the
core potential and electrons in carbon and oxygen atoms were
described by Bennett’s.35 We described the Kohn−Sham
orbitals with the augmented cc-pVDZ Gaussian basis sets.36

The Jastrow factor consists of one-, two-, and three-body terms
amounting to 212 variational parameters in total. The
parameters were optimized by a numerical scheme to minimize
the hybridization of energy and variance with a ratio of 7:3 at
the variational Monte Carlo level.12,13 We estimated the time-
step bias by linear extrapolation of the energies obtained at two
time steps, dt = 0.020 and 0.005 a.u.−1. We set the target
population of walkers to be 4000. Practically, this target
population size is large enough to suppress any population
control error.

■ RESULTS AND DISCUSSION
We found that the structures obtained by the docking analysis
could be classified into two types of conformations, as shown
in Figure 2. In type I (II), the hydroxyl phenolic (methyl
quinone) group of plumbagin is located around the narrow
side of the cavity in BCDs. We calculated the binding energies
for both types of conformations.
Figure 3 shows the binding energies evaluated by several

methods. By comparing the results obtained with the
functionals without D3 corrections, (CAM-)B3LYP and
M06L, it is clear that M06L reproduces the stabilization

Figure 1. Molecular structure of BCDs, where the ring consists of
seven glucose units. There are various BCDs with different functional
groups; we selected BCD, MBCD, and 2-O-HPBCD, as shown. Here,
for 2-O-HPBCD, only one R1 is CH2CH(OH)CH3 and the remaining
R1 are all hydrogen atoms.
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induced by docking, whereas (CAM-)B3LYP does not. The
primary reason for this is the fact that the internal parameters
of (CAM-)B3LYP are trained only for covalent systems.37

Similar results have also been reported for various types of
noncovalent systems.37−43 Compared to all other applied
functionals, M06L-D3 alone predicts a significantly higher
binding energy. This is due to the lack of exact exchange in
long-range interactions. This claim is supported by a previous
ab initio study demonstrating that an insufficient proportion of
exact exchange in long-range interactions leads to overbinding
in the case of the argon dimer.44 Deeper binding by M06L
even without D3 being closer to other XC with D3 could then
be attributed simply to the accidental error cancellation
between the overbinding due to the lack of exact exchange and
underbinding due to the lack of dispersion force correction.
By admitting the overbinding by M06L-D3, we could

support both B3LYP-D3 and CAM-B3LYP-D3 as the
appropriate choice of XC functionals reproducing the host−
guest interactions, thus giving the predictions between M06L
and M06L-D3. Surprisingly, both B3LYP-D3 and CAM-
B3LYP-D3 give almost the same quantitative prediction except
2-O-HPBCD-II. To analyze the difference (with and without
CAM), we concentrated on the case of 2-O-HPBCD-II and
performed DMC estimation as the reference. As seen in Figure
3, we found that B3LYP-D3 overestimates the binding energy
compared to CAM-B3LYP-D3. The CAM correction takes
into account the long-range exchange interaction, introducing
more components than that in B3LYP-D3 at long distance.
Consequently, the CAM correction made B3LYP-D3 closer to

DMC by improving the B3LYP-D3 overbinding caused by the
lack of long-range exchange.
Figure 2 also provides the predictions whether type I or II is

stabilized for each host (BCD, MBCD, and 2-O-HPBCD).
Except for BCD, the predictions are not affected by the choice
of XC (we exclude B3LYP from the consideration because it is
apparently an inappropriate choice and can be used just for
reference). The BCD results indicate that the presence or
absence of D3 correction does not affect the prediction;
however, the prediction is conflicting between M06L- and
B3LYP-based XCs. This conflict occurs only in BCD, which
can be resolved by the optimized structure, serving as a clue, as
shown in Figure 4. Only in the case of BCD, the orientation of

the guest molecules (normal direction of planar molecules) is
significantly different for types I and II. The type I structure of
BCD is stabilized by the CH/π interaction between π-electrons
of the benzene ring and hydrogen atoms of the host molecule.
The significant difference therefore implies that the prediction
of type I or II would be conflicting only for BCD when the
compared XCs have different capabilities to capture the
interaction.
For realistic applications, the behavior of the system in an

aqueous solution would be of interest rather than that in
vacuum, as we evaluated. However, for the ab initio approach,
it is impractical to completely consider the solvent effects from
the feasibility viewpoint and computational costs. It is,
therefore, practical to consider45−49 such predictions made in

Figure 2. Two types of stable conformations found by the docking
analysis. In type I (II), the hydroxyl phenolic (methyl quinone) group
of plumbagin is located around the narrow side of the cavity in BCDs.

Figure 3. Comparison of binding energies predicted by DMC and
DFT with the selected functionals. Closed and open symbols with the
same shape correspond to the XC functional with and without D3
correction. DMC was applied only to 2-O-HPBCD-II, since the DMC
calculation cost is high. The difference between type I and type II is
the location of the hydroxyl phenolic group on plumbagin. The
conformational details are illustrated in Figure 2.

Figure 4. Docking structures appear in Figure 3. The structures are
optimized by CAM-B3LYP-D3. The normal orientations of the planer
plumbagin inside the capsule are almost the same for types I and II
except BCD.
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vacuum as a rough estimation to provide a trend that is
expected to be unchanged qualitatively even in a solution. In
such cases, it is important to consider the extent of expectation
that would be justified. We can briefly estimate how much the
estimated energies change in the solution environments using
the polarizable continuum model (PCM) with the integral
equation formalism variant (IEFPCM).50 Estimated binding
energies with and without PCM are compared in Figure 5. As
observed, the estimation gets less stabilized when the solution
effects are considered by PCM. Note that the numerical results
without PCM differ from each other in Figures 5 and 3 because
of the lack of BSSE corrections in Figure 5 (PCM
implementation in Gaussian09 excludes BSSE; hence, the
comparison in Figure 5 should be made without BSSE). The
stabilization is consistent with other preceding reports using
PCM.45−49 Except for BCD, the trend over the conformations
is qualitatively unchanged, for which the binding energies
could roughly be corrected by a common scaling factor. A
previous study on a host−guest system using β-cyclodextrin51

reported that their predictions using IEFPCM corrections
could reproduce the most stable conformation that is
experimentally observed in solution, thus supporting the
present predictions. It is, however, pointed out that the
performance of the IEFPCM correction depends on the
polarity of the solvent species.52 The comparison between the
brief treatment (IEFPCM) and a serious treatment (water
molecules explicitly handled) shows that the agreement is
negatively affected when the polarity of the solvent molecule
decreases. A good agreement is reported for polarity with a
relative dielectric constant εr of ∼46.7, which is lower than that
of water (εr = 78.4 at 298.15 K); hence, the present case exists
in the safer range for IEFPCM to be justified.
For BCD, the relative stability between types I and II is

predicted to be reversed when IEFPCM is introduced. The
exceptional structures for BCD, as explained in Figure 3, might
be relevant to the reason, namely, the sensitivity of IEFPCM to
capture the CH/π interaction which is in sharp contrast
between types I and II. In this sense, one should reserve
vacuum predictions applied further to the practical estimations
when the target system includes the CH/π interaction as a
dominating binding.

■ CONCLUSIONS
We evaluated the reliability of several exchange-correlation
functionals for predicting the binding energies between CDs
(BCD, MBCD, and 2-O-HPBCD) and plumbagin. By
comparing the functionals without D3 correction, we found
that the Minnesota functionals qualitatively reproduce the
binding-induced stabilization, whereas the (CAM-)B3LYP
functionals do not. This could be because the parametrization
in the latter functionals is optimized only for covalent systems.
Among the functionals examined, B3LYP-D3, CAM-B3LYP-
D3, and M06L yield binding energies in a quantitatively
reasonable range and achieve consistent results. However, by
analyzing M06L further with/without D3 correction, we found
that the coincidence of M06L prediction with other XC is
accidental because of the error cancellation between the
overbinding from the lack of long-range exchange interactions
and the underbinding from the lack of dispersion correction.
We also considered to what extent the predictions made under
vacuum could be justified to estimate the binding trend in
realistic environments with a solvent. A brief treatment of the
commonly observed solvent effect is applied to confirm that
the trends are not considerably affected, except the case with
CH/π interactions that are possibly dominating.
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(47) Abranches, P. A. S.; Varejaõ, E. V. V.; da Silva, C. M.; de
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