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Abstract

Increasingly, data-driven methods have been implemented to understand psychopathology. 

Language is the main source of information in psychiatry and represents “big data” at the level of 

the individual. Language and behavior are amenable to computational “natural language 

processing” (NLP) analytics, which may help operationalize the mental status exam. In this 

review, we highlight the application of NLP to schizophrenia and its risk states as an exemplar of 

its use, operationalizing tangential and concrete speech as reductions in semantic coherence and 

syntactic complexity, respectively. Other clinical applications are reviewed, including forecasting 

of suicide risk and detection of intoxication. Challenges and future directions are discussed, 

including biomarker development, harmonization and application of NLP more broadly to 

behavior, including intonation/prosody, facial expression and gesture, and the integration of these 

in dyads and during discourse. Similar NLP analytics can also be applied beyond humans to 

behavioral motifs across species, important for modeling psychopathology in animal models. 

Finally, clinical neuroscience can inform the development of artificial intelligence.
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INTRODUCTION

In psychiatry, behavior is the main source of data for diagnosis and treatment. There are no 

objective laboratory tests as in other fields of medicine. All DSM-5 criteria and diagnoses 

rest on signs, which are observed behaviors, and symptoms, which are described in narrative 

form through language by patients(1). Collateral information comes from families and 
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electronic health records, which are additional interpretations of behavior and narrative, 

through the lens of individuals other than the patient.

Current artificial intelligence (AI) relies on fast, probabilistic algorithms that perform tasks 

that normally require human intelligence; these algorithms are trained on large datasets or 

“big data”. Language provides big data at the level of the individual. Automated “natural 

language processing” (NLP) methods could help operationalize the mental status exam in 

respect to language and behavior. If validated, such methods could transform the practice of 

psychiatry such that every patient might provide a behavioral sample as part of the mental 

status exam, to aid in diagnosis, characterize risk (e.g. psychosis, suicide, violence) and 

monitor treatment responses. Of note, speech is easy and inexpensive to capture and 

transcribe and requires no special equipment except a microphone and a recording device.

In this review, we describe data-driven methods to understand the structure of disturbances 

in language and behavior that underlie psychopathology, with a focus on “natural language 

processing” (NLP) analytics of transcribed speech. We use schizophrenia as an exemplar, as 

the structure of language is abnormal in schizophrenia, albeit subtly in early pre-psychosis 

stages. We focus on emerging literature on data-driven NLP studies in schizophrenia, 

identifying challenges, especially in respect to harmonization and best practices. We end by 

reviewing use of NLP for other clinical questions, such as risk assessment for suicidal 

ideation and behavior, and discuss future directions, including biomarker development, 

harmonization and the use of NLP to study behavior more broadly, to include intonation/

prosody, facial expression and gesture, and integration of these during discourse. Finally, 

clinical neuroscience can inform the development of artificial intelligence.

What is “Natural Language Processing”?

Speech and language provide a rich source of data on human thought, including semantic 

and emotional content, semantic coherence (i.e. flow of meaning), and syntactic structure 

and complexity (i.e. usage of parts of speech). For the RDoC construct of “language 

production”, the main paradigm is “linguistic corpus-based analyses of language output.” 

“Corpus-based” means that the analyses are grounded in large-scale analyses of language 

made possible by machine-learning algorithms and the availability of large collections from 

the Internet. “Natural language processing” (NLP) is a field of study at the crossroads of 

computer science and linguistics, that uses automated analyses to understand natural human 

language; these analyses are typically corpus-based and probabilistic.

In medicine, NLP has been used primarily for analysis of electronic medical records (EMR), 

and can assist doctors with diagnosis, clinical trial screens, detection of drug-drug 

interactions and detection and prediction of adverse events (2). NLP for EMR requires 

definitions of concepts (e.g. SNOMED-CT or Systematized Nomenclature of Medicine – 

Clinical Terms), extensive data annotation, and expert opinion, and typically entails simple 

word counts(2). Examples of this use include lung cancer staging, heart failure prediction 

and diagnosis of diabetes mellitus (reviewed in (3)), prediction of suicide and accidental 

deaths(4), and dimensional characterization of psychopathology(5) and its genome-wide 

associations(6). NLP approaches to EMR are also used to identify symptom clusters and 

diagnoses from clinical notes (2).
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In this review, we focus instead on direct NLP analyses of language of patients themselves, 

beyond the filter of clinicians’ notes in the EMR. Most of this NLP research has focused 

specifically on psychotic disorders, in which the structure of language at the level of 

discourse coherence and complexity is disturbed, while negative content and use of first 

person-singulars is more transdiagnostic. In psychotic disorders, there are reductions in 

semantic coherence, or the flow of meaning in speech, such that individuals seem tangential. 

In psychotic disorders, especially schizophrenia, there are also reductions in complexity of 

speech, which mirror clinical terms of poverty of speech or concreteness.

NLP analyses of semantic coherence

Latent Semantic Analysis (LSA) is “a theory and method for extracting and representing the 

contextual-usage meaning of words by statistical computations applied to a large corpus of 

text”(7). LSA provides a construction of meaning in language that resembles what the 

human mind does, i.e. contextualize the meaning of words and phrases in terms of prior 

experience with those words in different contexts(8). LSA does not require prior knowledge 

of grammar or vocabulary, and rests on the premise that word meaning is a function of the 

relationship of each word to every other word in the lexicon. As semantically similar words 

co-occur in texts more frequently than do unrelated words, the semantic similarity of two 

words is indexed by the frequency of their co-occurrence in a large corpus of text. This is 

commonly expressed as word embeddings, in which spatial proximity represents similarity 

(Figure 1). LSA captures words’ meaning through vector representations in high (300–400) 

dimensional semantic space. Semantic coherence can be evaluated at the level of the word, 

or any level of word aggregate, including sentences. At the sentence level, semantic vectors 

for each sentence are calculated as the sum of vectors for each word within the phrase. The 

cosine of semantic vectors for successive phrases or word aggregates indexes semantic 

coherence (−1.0 for incoherence to 1.0 for coherence). LSA provides a consistent and 

sensitive computational approach for quantifying the disjointed flow of ideas that 

characterizes schizophrenia; it can overcome the subjectivity of clinical ratings and 

limitations of labor-intensive manual methods. Meaning representation is an active area of 

research, with recent developments such as Word2Vec and GloVe similarly used to analyze 

semantic coherence in psychiatry (9),(10),(11).

NLP analyses of complexity

Syntactic complexity is challenging to define and operationalize: approaches include 

measuring the length of “production units” such as sentences or clause, and usage of 

embedded or dependent clauses (12). While not capturing the full range of syntactic 

complexity, a basic NLP approach to assessing complexity is to use Part-of-Speech (POS) 

tagging(13), another probabilistic linguistic corpus-based algorithm which tags words 

according to grammatical function, such that sentences can be delineated and characterized 

in respect to syntax and complexity (longer sentences, use of dependent clauses, etc.) 

(Figure 2A); POS tagging is integral to the demarcation of sentences(14). Of note, POS 

tagging of grammatical function depends on the context in which words appear. For 

example, a word can serve as a noun or a verb (e.g. “dog”, “leverage”), or a noun or an 

adjective (e.g. “fair”) (13). Thus, tagging automation must be done in reference to a large 

text corpus, which acts as the basis for training in parsing words in a speech sample. Often, 
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the open access software of the Natural Language Tool Kit (nltk.org) is used to parse text 

and identify the grammatical function of words using the University of Pennsylvania (Penn) 

Treebank Tag-set, which has thirty-six “part-of-speech” tags, encompassing nouns, verbs, 

prepositions, etc.(13) POS tagging has been used to “fingerprint” authorship, as individual 

authors tend to use parts of speech in consistent and identifiable ways; its use in psychiatry 

and medicine thus far has been limited(14),(15).

Another approach is the use of speech graphs, where discourse is represented as a network 

with words as nodes and text proximity as edges, indexing co-occurrence patterns among 

words spoken or written in succession(16). Self-loops occur when edges connect a node 

(word) to itself, and multiple edges occur when two nodes (words) are connected by more 

than one edge(16). Network properties are assessed at the local level, describing the 

neighborhoods of individual nodes and occurrences of sub-graphs or components, and at the 

global level, in respect to statistical properties of the entire network. Speech graphs capture 

both semantic coherence (recurrence and deviation) and syntactic complexity(16). Speech 

graphs have the unique advantage of not requiring a corpus/semantic space for analysis, such 

that they can be used and generalized across cultures and languages, as large corpuses do not 

exist for all languages and also have culture-specific biases.

Language production in schizophrenia: a history of analyses

What aspects of language are normal in schizophrenia?

Language has a hierarchical structure that ranges from basic phonology to pragmatics. In 

schizophrenia, basic features of language appear largely intact, from the perspective of 

psycholinguistics(17), including phonology (pronunciation of phonemes), morphosyntax 

(grammatical rules, e.g. tense, subject-verb agreement, article use), and semantics (e.g. 

naming). Language impairment in schizophrenia commonly occurs at the level of semantic/

discourse coherence and cohesion, which are the maintenance of flow of meaning and 

consistency of references across clauses and sentences.(17),(18) These are addressed below 

in clinical, manual and automated studies of language in schizophrenia and other psychotic 

disorders, including their risk states.

Andreasen’s conceptualization of positive and negative thought disorder

Andreasen described schizophrenia as a disorder of language and communication in which 

the speaker “violates the syntactical and semantic conventions which govern language 

usage”(19). She developed the Thought and Language Communication (TLC) scale, which 

prioritizes inference of disorganization in thought simply from observing a “patient’s speech 

and language behavior”, “without complicated experimental procedures” and “without any 

attempt to characterize the underlying cognitive processes”(19), an approach consistent with 

automated “natural language processing” methods and approach described here, which takes 

natural language/speech itself as the substrate for linguistic analysis. Andreasen 

conceptualized “thought disorder” as having two domains: positive and negative. Positive 

thought disorder is expressed as the disruption in the normal flow of discourse (e.g. 

tangentiality, derailment, and circumstantiality) and can be captured by the notion of 

coherence. Negative thought disorder is expressed as the structural impoverishment of 

Corcoran and Cecchi Page 4

Biol Psychiatry Cogn Neurosci Neuroimaging. Author manuscript; available in PMC 2021 August 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



discourse and can be described as a decrease in complexity (e.g. concreteness, poverty of 

speech). While “poverty of speech” can be indexed simply as the amount of speech spoken, 

more broadly, the heuristic of positive and negative thought disorder may correspond to NLP 

measures of coherence and complexity, respectively(20), as well as features derived from 

speech graph analysis(16). In support of this, TLC clinical ratings of thought disorder are 

associated with measures of LSA semantic coherence in schizophrenia patients (20).

Hoffman’s mathematical modeling of language and the “computational patient”

Beginning in the 1980’s, Hoffman and colleagues used theory and modeling to create a body 

of work on language in schizophrenia that informs the current emergence of automated NLP 

approaches. First, drawing on the hierarchical nature of language, he operationalized 

clinician measures of coherence in speech, with tests of classification based on random 

sampling of speech from a psychiatric population, finding high accuracy for discrimination 

of speech in schizophrenia from that of other disorders(21). Then, using discourse analysis, 

he showed that in schizophrenia, basic discourse structure was disrupted, while in mania, 

decreased coherence comes from increased shifts from one discourse structure to 

another(22), anticipating findings by Mota et al 2012, who similarly discriminated language 

in mania from schizophrenia, using speech graph methods.(14) Additionally, Hoffman found 

patients with schizophrenia generated more errors in meaning than the norm when required 

to build multi-sentence texts based on sets of input propositions; these errors were increased 

when syntax was either passive or complex, and these errors were not correlated with 

symptom severity, medications, or verbal skills.(23) In 1997, Hoffman modeled 

schizophrenia using neural network simulations of parallel, distributed processing systems, 

with reduction in connectivity leading to functional fragmentation of the attractor network, 

such that schizophrenia symptoms could be modeled, including decreased coherence in 

speech(24). This followed a special issue of the Journal of Nervous and Mental Disorders in 

1994 that focused on the application of artificial intelligence to the question of psychotic 

speech, comprising papers by Hoffman and others. One example was the creation by 

Garfield and Rapp of semantic networks with “case frames” and “object taxonomies”, in 

which node-based and pathway-based reasoning rules could be violated to mimic speech in 

schizophrenia(25). In 2011, Hoffman built a “computational patient” or artificial neural 

network, whereby competing illness mechanisms were assessed for “goodness of fit” for 

breakdown of narrative coherence in real schizophrenia patients, finding exaggerated 

prediction error signaling during consolidation of episodic memories (e.g. “hyperlearning”) 

to offer the best fit(26), a model also supported by physiological and psycholinguistic 

studies by Kuperberg(18).

Elvevåg’s application of latent semantic analysis to language in schizophrenia

The first direct application of automated NLP to open-ended narratives by patients was done 

by Elvevåg in 2007, specifically applying LSA to speech produced by schizophrenia 

patients(20). Elvevåg and colleagues found that LSA semantic coherence differentiated 

speech in schizophrenia from the norm with 82% accuracy(20) and from unaffected adult 

siblings(27) with 86% accuracy. Decreased LSA semantic coherence also characterized 

older patients with schizophrenia(28), in whom it was related to poor adaptive functioning, 

independent of demographics and other symptoms. In these studies, LSA semantic 
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coherence was correlated with clinical ratings of thought disorder, as captured by 

Andreasen’s scale for appraising the coherence of narrative language(20),(27). Elvevåg’s 

finding of decreased coherence in schizophrenia extended beyond natural speech to also 

include single word associations in verbal fluency tasks(20), which was replicated more 

recently using GloVe(29). Further, Elvevåg and colleagues have used LSA to develop 

automated ratings of verbal recall on the Wechsler Memory Scale-Revised, that were 

correlated with human ratings(30).

Mota’s application of graph theory to quantify language disturbance in psychosis

Another approach to evaluate coherence and complexity in narrative language in 

schizophrenia and related psychotic disorders is the use of graph theory(31). In a speech 

graph, there are self-loops(32), which are the series of edges that ultimately connect a node 

(word) back to itself (Figure 2B), and there are multiple edges, in which two words are 

connected by more than one edge(16). Local measures describe the neighborhood of nodes 

and the occurrence of sub-graphs or components, while global measures reflect the statistical 

properties of the network of the entire text as a whole(16). Mota and colleagues found that 

local measures, in particular larger subgraphs or components, discriminated speech in 

schizophrenia from that of mania, consistent with earlier studies by Hoffman and Andreasen.

(22) Later, Mota and colleagues found a machine learning classifier, comprised of local 

measures, accounted for 88% of the variance in negative symptoms in patients with first 

episode psychosis, and predicted schizophrenia diagnosis six months later with 92% 

accuracy; the classifier was validated in a second cohort, discriminating psychosis from the 

norm with 85% accuracy.(33) Normative developmental data exist for speech graph features, 

and patients with psychosis show early deviation from this normal trajectory (34). Cognitive, 

clinical and neural correlates exist for these speech graph features in psychosis, including 

slowed processing speed, higher clinical ratings of thought disorder, cortical gyrification and 

degree centrality in resting state functional connectivity.(35)

Could automated NLP approaches be used to predict schizophrenia?

In the preceding paragraph, we highlight a manuscript by Mota and colleagues that shows 

that speech graph features can predict a schizophrenia diagnosis six months later among 

individuals with first episode psychosis(33). But could NLP features predict the onset of 

schizophrenia-related psychosis among individuals at risk?

Clinical ratings of language in at-risk youths

Prospective risk cohort studies show that disorganization in language may predict the onset 

of psychosis in schizophrenia. In the New York High Risk Project, a longitudinal study of 

children of patients with schizophrenia or affective disorders, baseline clinical ratings at age 

nine of “positive thought disorder” (reduced coherence) and “negative thought disorder” 

(reduced complexity), as measured with Andreasen’s TLC, and applied to videotape 

transcripts, predicted schizophrenia onset a decade later, with classification accuracy of 94%

(36). In teens and young adults at clinical high risk (CHR) for psychosis, baseline clinical 

ratings of subtle language disturbance, weighted toward reduction in semantic coherence, 

has been consistently associated with increased transition rates to psychosis, including in 
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consortia(37) and large cohorts (38)(39). Mild to moderate “disorganized communication” 

was associated at one US consortium site with an eightfold increase in hazard for psychosis, 

carrying the greatest weight in the predictor model(40), and at another site, a doubling of 

hazard, both at baseline and as a stable trajectory over time(41).

Bearden’s manual linguistic analyses in at-risk youths

Beyond clinical ratings, manual linguistic analysis of baseline narratives by CHR teens 

identified linguistic features significantly predictive of psychosis, including counts of 

illogical thought content and poverty of content, and errors in use of pronouns or 

comparatives to refer to individuals or objects previously mentioned (e.g. “referential 

cohesion”)(42). The overall model using these manual linguistic features had prediction 

accuracy of 71%, better than the 35% for clinical ratings, and not accounted for by IQ(42). 

Illogical thought, poverty of content and errors in referential cohesion are all features 

previously described in schizophrenia by Andreasen, Hoffman and others.

Automated NLP analyses in at-risk youths by Cecchi, Wolff and Mittal

Each metric identified in Bearden’s manual linguistic study are amenable to automated NLP 

processing. Referential cohesion was assessed in CHR youths using the Coh-Metrix tool, as 

applied to written narrative descriptions elicited by a visual prompt. What Coh-Metrix does 

is apply part-of-speech (POS) tagging through a syntactic parser and identify roots and 

morphological forms (e.g. past tense, plurals), used to then identify relational connections 

across different parts of the text. These include overlap in use of words with themselves and 

with those that share a morphological stem, as well as with pronouns(43). Mittal and 

colleagues identified abnormal referential cohesion in CHR patients, specifically less 

overlap with morphological stems in writings by CHR patients than in healthy controls, 

associated with severity of subthreshold positive and disorganization symptoms, and lower 

verbal learning scores(44). Coh-Metrix has also been used to show decreased cohesion more 

broadly in first-episode psychosis, correlated with clinical ratings of disorganization(45).

The formal analysis of logical entailment is a challenging problem and an area of active 

research in NLP(46); however, illogical thought is suggested by reduction in semantic 

coherence, which in turn can be analyzed using word embeddings such as LSA. Poverty of 

content may be comprised in part by reduction in syntactic complexity, which can be 

analyzed using part-of-speech tagging. In a small proof-of-principle study, Bedi et al (14) 

applied LSA and POS tagging to transcripts of open-ended interviews conducted with CHR 

youths as part of a qualitative research study(47) for whom later psychosis outcome was 

known. Twenty-two LSA semantic and POS syntactic features were used to train and test the 

machine learning classification algorithm. Semantic features included minimum, mean, 

median and standard deviation for phrase-level semantic coherence; syntactic features 

included phrase length and rates of usage of different parts of speech. The best ML classifier 

included three parameters: minimum semantic coherence from one phrase to the next, and 

syntactic measures of complexity, including phrase length and usage of “complementizers” 

such as “which” and “that”, which introduce dependent clauses. This classifier correlated 

with prodromal symptom ratings but outperformed them in predicting psychosis. In 

canonical correlation, semantic indices correlated with positive symptoms whereas syntactic 
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indices correlated with negative symptoms (r’s > 0.4). This same ML classifier also 

discriminated speech in schizophrenia from the norm with greater than 70% accuracy, both 

among English-speaking as well as Portuguese-speaking cohorts (data unpublished).

The predictive power of an NLP machine learning classifier focused on semantic coherence 

was cross-validated in speech samples from Bearden’s manual linguistic study (42). As 

speech was elicited using a structured paradigm and responses were briefer (< 20 mean 

words per response vs. >150 words per response in the Bedi et al study(14)), a skip-gram 

approach was used to assess semantic coherence, generating nine semantic features 

significantly different among CHR converters, CHR non-converters, and healthy controls. 

POS tagging identified five syntactic variables that differed by group. Factor analysis 

yielded an ML classifier characterized by semantic coherence features and possessive 

pronoun usage, which in CHR datasets, had an intra-protocol accuracy of 83%, cross-

protocol accuracy of 79%, and further 72% accuracy in discriminating speech of recent-

onset psychosis patients from that of healthy individuals(15). Further, canonical correlation 

between automated and manual linguistic variables was highly significant (r=0.71, p<10−6).

Another approach has focused on semantic content (the meaning of words themselves) and 

poverty (vs. richness) of content. A traditional way to measure semantic content is to use 

Linguistic Inquiry Word Count (LIWC)(48), a text analysis software that uses a pre-existing 

dictionary to assign words to categories; LIWC shows “hope” to be related to anger and 

sadness in schizophrenia, instead of to social and future words, or optimism(49). A 

traditional way to assess lexical diversity is to use Coh-Metrix to calculate type-token ratios 

(TTR), the ratio of unique words (“tokens”) to total number of words; TTR is decreased in 

schizophrenia, and correlates with clinical ratings of thought disorder.(50) In a recent study, 

Rezaii, Walker and Wolff take newer approaches to measure both semantic content, using 

latent content analysis, and poverty of content, conceptualized as reduction in “semantic 

density”(51). Semantic density is assessed through “vector unpacking”, which breaks down 

the meaning of a sentence into its core ideas. Following usual preprocessing (e.g. 

lemmatization, part-of-speech tagging) and use of Word2Vec word embeddings, vector 

unpacking was used to determine how many distinct meaning vectors are needed to recreate 

the meaning of a sentence, as an index of semantic density. Based on analyses of transcripts 

of clinical interviews, lower semantic density, plus the greater use of words related to voices 

and sounds, was predictive of psychosis transition with accuracy of ~90%(51). In another 

study, analysis of open-ended clinical interviews showed CHR and first episode patients 

produce more metaphoric content than healthy controls, using an NLP semantic method 

trained on a dataset human-labeled for metaphors(52).

NLP studies across psychiatry

A recent systematic review and meta-analysis found eighteen studies that used NLP methods 

to assess semantic features, primarily for psychosis, but also autism spectrum, dementia and 

Parkinson’s disease. Overall cross-diagnostic effect size was of medium to large effect, with 

Hedges’ g of .84 for autism spectrum and .96 for psychosis(53). In autism, LSA shows 

deficits in coherence of narrative recall (54), narrative response to visual prompts(55), and 

narrated descriptions of social relations(56); hence, disturbance in discourse coherence may 
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extend beyond psychosis to include autism spectrum, and potentially other disorders. In 

Parkinson’s disease, LSA, POS tagging, and graph embedding applied to brief monologues, 

with machine learning, generated a classifier with 75% accuracy, based primarily on 

differential grammar patterns (57).

Some NLP linguistic features are transdiagnostic, specifically increased use of both first-

person pronouns and of words with negative emotion content. LIWC has been applied to 

show that these features characterized separate online peer support groups for generalized 

anxiety, borderline personality, major depressive and obsessive-compulsive disorders, and 

schizophrenia (58), and may extend beyond mental illness forums (psychosis, depression, 

“Asperger’s”) to include spinal cord injury, cancer and physical symptoms (skin lesions, 

fatigue, and overall poor health), though not evangelical, anti-religion or conspiracy 

blogs(59). Therefore, a focus on self, reflected in first-person pronoun use, and semantic 

content evocative of negative emotions, may be features common to any mental and 

emotional distress, which is supportive by their predictive power for psychosis relapse(60), 

suicide attempt(61), and even death by suicide among poets (62). Individuals may construct 

narrative emplotments of their suffering in a sociocultural context, in order to manage and 

make sense of their suffering(63).

By contrast, there is a dearth of studies that have applied NLP analytics to spoken language 

across disorders, such that the extent to which discourse coherence and syntactic complexity 

uniquely characterize or distinguish psychosis and schizophrenia from other disorders is not 

yet known.

NLP also has promise for detecting states of intoxication. The same individuals, exposed in 

the laboratory on different days to MDMA, methamphetamine or placebo, exhibit disparate 

language patterns (64),(65). This raises the possibility that language analysis might be an 

alternative to breathalyzers, or possibly quantify intoxication.

Challenges and future directions

Biomarker development

Overall, application of automated NLP analytics to predict psychosis onset is relatively new, 

consisting of a few small studies, with limited cross-validation of classifiers. The focus thus 

far has been primarily on semantic content, coherence and density, and to some extent 

syntax. However, automated NLP analytics is rapidly expanding across industry and 

research such that there are several other approaches that can be used, including NLP 

analyses of metaphor, bizarreness, sentiment, and others(52).

Of note, “language production” is a construct within the Research Domain Criteria (RDoC), 

for which the main paradigm is “linguistic corpus-based analyses of language output”, 

which are NLP analyses. NLP linguistic features such as coherence and complexity are 

putative biomarkers for psychosis for which there is a reasonable development path, which 

includes validation in multisite studies, tests of reliability and reproducibility, identification 

of sources of variability, standardization of protocols, and ultimately, assessments of 

acceptability, cost, utility and regulatory “context of use.” Automated linguistic features 
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have been correlated with clinical ratings, including LSA semantic coherence, POS syntactic 

complexity, speech graph connectedness, and Coh-Matrix cohesion. Linguistic biomarkers 

may be informative about mechanisms when examined across circuit-based and 

physiological levels of analysis. In psychotic disorders, LSA coherence is associated with 

superior temporal activation(66), speech graph connectedness with gyrification and 

functional connectivity(35), and syntactic complexity (mean length of utterance) with 

integrity of white matter in language tracts(67). NLP analytics may align with neuroimaging 

studies of natural language production, implicating disruption of specific temporal 

windows(and hence hierarchical levels) of information processing in schizophrenia(68), 

consistent with Kuperberg’s hierarchical generative framework of language processing, and 

its disruption in schizophrenia(18). NLP features that index coherence could be studied at 

the physiological level, in respect to abnormal “priming” event-related potentials in 

schizophrenia prior to language production(69).

Standardization and harmonization

Robust reduction in LSA semantic coherence in psychosis is reliably identified across 

several methods for eliciting speech, including single word associations, verbal fluency tasks 

and requests for narratives (e.g. how to do laundry, a description of free will)(20). However, 

standardization in speech elicitation is necessary as measures of coherence and complexity 

are context-dependent, and more evident in paradigms that provide less structure(23),(70). 

Across diagnoses of psychosis, autism, and dementia, analyses of full sentences 

discriminates pathology more than that of single words generated during tasks(53). While 

the use of visual prompts (e.g. pictures, cartoons) enables standardization in eliciting 

narrative, it may be less naturalistic than free speech(45). Certainly, if semantic content is a 

focus, then standardization is needed to minimize bias, and clinical interview provides the 

opportunity to include symptom content(51). Overall, the field must weigh the pros and cons 

of different strategies, and then standardize and harmonize methods across studies.

Issues with transcription

NLP algorithms are inherently statistical; in industry, such as banking or machine operation, 

accuracy of transcription is important as small error rates have serious consequences. 

However, applications in psychiatry do not require exacting standards, as they are based on 

statistical descriptions of features representing entire samples. Linguistic analyses can be 

robust to error rates as high as 25% in automated transcription programs(71).

Beyond language: intonation/prosody/facial expression/gesture

Beyond words themselves, human communication entails a rich repertoire of expression, 

including prosody, face emotion expression, gesture, eye contact. In schizophrenia, meta-

analysis shows large effect size for abnormal duration and frequency of pauses(72), evident 

also in CHR individuals and related to negative symptoms(73). Baker and colleagues have 

developed a computational approach to voice and face expression analysis, finding increased 

brow flashes and greater smile variability when sitting alone were associated with clinical 

ratings of unusual thought content among schizophrenia patients (74). It may be that all 

behavior, more broadly, has coherence and syntax, which can be modeled in rodents by 

applying machine learning to sequences of behavioral “syllables” or “motifs” or “movemes”
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(75). Temporal dynamics of natural language and behavior can be evaluated in respect to 

patterns of neural activation across temporal windows, both in humans(76) and in 

animals(77), to understand neural mechanisms. In both humans and animals, these can be 

observed across different states (e.g. exposure to drugs(64) and medications(77)) and also 

within dyads, in terms of discourse/dialogue in humans(78).

Language, objectivity and ground truth

While it is possible to assign objectivity or a truth value to some linguistic expressions (e.g. 

“The red apple is on the counter”), this does not generalize to the broader context of 

language use (e.g. “Give me the keys!”). NLP provides the distinct advantage of 

consistency: however imperfect the algorithms discussed in this review may be at capturing 

our intuitions of speech coherence and complexity, they are designed to be consistently 

reproducible in different experimental designs by different researchers. In this sense, NLP 

can contribute to a common understanding of language in the context of mental health and 

align psychiatry with modern epistemological notions of objectivity as consensual 

agreement(79)(80)

What the future may bring: language and the convergence of psychiatry and artificial 
intelligence

The analytic features used in the studies of psychosis reviewed here as an exemplar are, to a 

large extent, relatively simple in comparison with the seemingly inexhaustible richness of 

language to shape human communication, behavior and mental life, ranging from simple 

transactional utterances to poetry read across millennia. Climbing to higher analytic 

echelons will require a closer collaboration between psychiatry and artificial intelligence 

(AI), which we claim is possible precisely because language theory has influenced AI since 

its very inception. In 1939, Alan Turing, the founding father of AI, attended and actively 

participated in a seminar at Oxford presented by Ludwig Wittengenstein(81), arguably the 

most important philosopher of the 20th century, during which Wittgenstein developed and 

debated the ideas he would later publish in his Philosophical Investigations(81), in which he 

proposes to understand language not as “representation” but as a process that acquires 

meaning by the way participants use it in “language games”. Turing’s seminal paper, 

Computer Machinery and Intelligence(82) can be understood as a direct application of the 

game-theoretic perspective on language: if you can play the game like a human, I cannot 

claim you are not human, because this is how I know others are human. While performance 

in various games, from chess to arcade to Go, have become gold standards for measuring 

advances in AI, conversational language still lags noticeably behind. In this regard, 

psychiatry can not only benefit from tools to quantify the complexity of human dialogue and 

communication, but also provide significant and consequential insights and a challenging 

arena to test and sharpen AI developments.
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Figure 1. 
Semantic similarity of words in text and word embeddings representation

A passage from Paradise Lost analyzed with LSA to demonstrate how content and proximity 

are related. Left panel: words in blue and red were selected to highlight ideas of order and 

pleasure, respectively; moreover, they appear contiguous in the text. Right panel: 2D 

projection of LSA vectors showing how the words cluster according to their meaning.
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Figure 2. 
A) Part-of-speech tagging B) Word graph representation

Figure 2A: part-of-speech (POS) tagging. The decomposition of the sentence “I think, 

therefore I am” into POS also generates a phrase tree structure (Noun Phrase, Verb Phrase, 

etc.) whose depth and diversity (POS/length) can be used as measures of complexity.

Figure 2B: Graph representation. The directed graph identifies a recurrence to the word “I”.
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Table 1

Highlights of language studies in psychotic disorders and their risk states

Topic  Authors

Conceptualization of positive and negative thought disorder in schizophrenia and mania. Andreasen and Grove, 1986(19)

Disruption of basic discourse structure in schizophrenia but abrupt shifts of intact discourse in mania Hoffman et al., 1986(22)

Increased errors in meaning in production of complex sentences in schizophrenia patients Hoffman et al., 1985(23)

Modeling of decreased coherence of speech in schizophrenia by decreasing connectivity in neural 
network simulations of parallel distributed processing systems

Hoffman et al., 1997(24)

Abnormal predictive coding provides best fit for breakdown of narrative coherence in computational 
patient with schizophrenia

Hoffman et al., 2011(26)

Use of Latent Semantic Analysis (LSA) to identify decreased coherence of speech in schizophrenia, as 
compared with the norm and with unaffected siblings

Elvevåg et al., 2007(20); Elvevåg et 
al., 2010(27)

Use of speech graphs to distinguish speech in schizophrenia and mania from the norm, to characterize 
negative symptoms, to predict schizophrenia diagnosis, and to track early deviations in a developmental 
trajectory

Mota et al., 2012(16); Mota et al., 
2017(33); Mota et al., 2018(34)

Use of manual linguistic analysis to prediction psychosis among clinical high risk (CHR) patients, 
identifying illogical thought, poverty of content and errors in referential cohesion,

Bearden et al., 2011(42)

Use of LSA and part-of-speech tagging to identify measures of coherence and complexity that predict 
psychosis in CHR

Bedi et al., 2015(14); Corcoran et 
al., 2018(15)

Use of latent semantic content analysis and semantic density to predict psychosis in CHR Rezaii et al. 2019(51)

Use of Coh-Metrix to identify abnormal referential cohesion in CHR related to verbal learning deficits 
and symptom severity

Gupta et al., 2018(44)
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