Radiomics methodology for breast cancer diagnosis
using multiparametric magnetic resonance imaging

Qiyuan Hu,»* Heather M. Whitney,*® and Maryellen L. Giger®
dUniversity of Chicago, Department of Radiology, Committee on Medical Physics,
Chicago, Illinois, United States
"Wheaton College, Department of Physics, Wheaton, Illinois, United States

Abstract

Purpose: This study aims to develop and compare human-engineered radiomics methodologies
that use multiparametric magnetic resonance imaging (mpMRI) to diagnose breast cancer.

Approach: The dataset comprises clinical multiparametric MR images of 852 unique lesions
from 612 patients. Each MR study included a dynamic contrast-enhanced (DCE)-MRI sequence
and a T2-weighted (T2w) MRI sequence, and a subset of 389 lesions were also imaged with a
diffusion-weighted imaging (DWI) sequence. Lesions were automatically segmented using the
fuzzy C-means algorithm. Radiomic features were extracted from each MRI sequence. Two
approaches, feature fusion and classifier fusion, to utilizing multiparametric information were
investigated. A support vector machine classifier was trained for each method to differentiate
between benign and malignant lesions. Area under the receiver operating characteristic curve
(AUC) was used to evaluate and compare diagnostic performance. Analyses were first per-
formed on the entire dataset and then on the subset that was imaged using the three-sequence
protocol.

Results: When using the full dataset, the single-parametric classifiers yielded the following
AUCs and 95% confidence intervals: AUCpcg = 0.84 [0.82, 0.87], AUCr,,, = 0.83 [0.80,
0.86], and AUCpyw; = 0.69 [0.62, 0.75]. The two multiparametric classifiers both yielded
AUCs of 0.87 [0.84, 0.89] and significantly outperformed all single-parametric methods clas-
sifiers. When using the three-sequence subset, the mpMRI classifiers’ performances significantly
decreased.

Conclusions: The proposed mpMRI radiomics methods can improve the performance of com-
puter-aided diagnostics for breast cancer and handle missing sequences in the imaging protocol.
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1 Introduction

Breast magnetic resonance imaging (MRI) has shown high sensitivity for breast cancer detec-
tion and characterization.! Although the main sequence in breast MRI exams, the dynamic
contrast-enhanced (DCE)-MRI, offers morphological and functional lesion information and
provides excellent sensitivity for breast cancer diagnosis, its moderate specificity may lead
to unnecessary secondary patient management and anxiety.? To overcome this limitation and
assess additional functional data, multiparametric MRI (mpMRI) has been implemented in the
routine clinical interpretation of breast MRI exams.>® T2-weighted (T2w) and diffusion-
weighted MRI (DWI) are two commonly used sequences in mpMRI examined alongside the

*Address all correspondence to Qiyuan Hu, E-mail: ghu@uchicago.edu

2329-4302/2020/$28.00 © 2020 SPIE

Journal of Medical Imaging 044502-1 Jul/Aug 2020 « Vol. 7(4)


https://doi.org/10.1117/1.JMI.7.4.044502
https://doi.org/10.1117/1.JMI.7.4.044502
https://doi.org/10.1117/1.JMI.7.4.044502
https://doi.org/10.1117/1.JMI.7.4.044502
https://doi.org/10.1117/1.JMI.7.4.044502
https://doi.org/10.1117/1.JMI.7.4.044502
mailto:qhu@uchicago.edu
mailto:qhu@uchicago.edu

Hu, Whitney and Giger: Radiomics methodology for breast cancer diagnosis. . .

DCE sequence. Studies have shown that the incorporation of T2w and DWI sequences during
interpretation is useful in the differential diagnosis of benign and malignant lesions.* For
example, fibroadenomas, a type of benign lesion that can exhibit similar contrast agent
enhancement to that of malignant lesions on T1-weighted DCE-MRI, are usually hyperintense
on T2w images, while malignant lesions are usually iso- or hypointense.* DWI quantifies the
random movement of water molecules in tissue, which is influenced by tissue microstructure
and cell density. Cancers show decreased water diffusion because of increased cell density,
which leads to higher signal intensity at DWI and lower signal intensity on the derived
apparent diffusion coefficient (ADC) maps.”™

As MRI is increasingly used for screening high-risk patients for breast cancer as well as in
therapy response monitoring, the ability to distinguish benign from malignant lesions on breast
MRI is increasingly important. Computer-aided diagnosis (CADx)/radiomics systems, which
extract human-engineered features designed to characterize lesions in terms of intuitive charac-
teristics, continue to be developed to enable artificial intelligence-assisted image interpretation
for radiologists and potentially improve diagnostic performance.'®'* As MRI technology
advances, multiparametric radiomics methods using multiple MRI sequences have also started
to be explored.'*!7 In this study, we propose and evaluate the performance of two multipara-
metric radiomics methods that utilize DCE, T2w, and DWI MRI sequences and show that the
complementary information provided in them can improve the diagnostic performance in the
task of distinguishing between benign and malignant breast lesions. In addition, we also examine
the effect of dataset size and demonstrate the value of handling variability in mpMRI protocols in
CADx systems as in clinical settings.

In our machine learning methodology, radiomic features were designed for and extracted
from each MRI sequence, and classification was performed using a support vector machines
(SVMs). Information from different mpMRI sequences was integrated at two different levels
of the classification framework, namely (i) at the feature level by concatenating radiomic features
extracted from multiple sequences (feature fusion) and (ii) at the classifier output level by aggre-
gating the outputs from the single-parametric SVMs (classifier fusion). Our methodologies
demonstrate strong potential in leveraging multiparametric information from three mpMRI
sequences to predict the probability of breast lesion malignancy without the need for prepro-
cessing, image registration, large datasets, or long training times.

2 Materials and Methods

2.1 Database

The database was retrospectively collected under Health Insurance Portability and Accountability
Act-compliant Institutional Review Board protocols. All clinical information and images in this
study were deidentified to the investigators, and hence consent from the participants was waived.
The MRI exams in the database were consecutively acquired from 2007 to 2013 and imaged at a
single institution. MRI studies that did not exhibit a visible lesion, lesions that did not have
validation of the final diagnosis, or lesions whose DCE time intervals were unknown were
excluded. In total, the database used in this study consisted of 852 unique breast lesions from
612 women (mean age, 55.1 = 12.8 years; age range, 23 to 89 years).

Images in the database were acquired using either 1.5 T (66%) or 3 T (34%) Philips
Achieva scanners. Each MR study contained a DCE-MRI sequence and a T2w MRI sequence
acquired during the same exam, and exams for a subset of 389 lesions from 299 patients also
included a DWI sequence. The scanning sequences for DCE, T2w, and DWI were a T1-
weighted spoiled gradient sequence with fat saturation, a T2-w fast spin echo sequence with
flow compensation, and a diffusion-weighted fast spin echo sequence with fat saturation,
respectively. The DWI sequence contained various degrees (ranging from two to five) of dif-
fusion weighting as measured by the b-value. In-plane resolution and slice thickness also
varied across the dataset.

Clinical characteristics of the dataset are detailed in Table 1. Of all lesions, 195 were benign
(23%) and 657 were malignant (77%) as obtained from pathology and radiology reports. For all
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Table 1 Clinical characteristics of the dataset. Patient age is summarized on a patient basis, and
lesion information (malignancy status and subtypes) is summarized on a lesion basis. The full set
is a mixture of cases imaged using either two or three sequences, and the DWI subset contains

cases imaged using three sequences.

Full set (N = 852)

DWI subset (N = 389)

Benign/malignant prevalence

Age (years): mean =+ std

Benign: 195 (22.9)
Malignant: 657 (77.1)
55.1 +12.8
Unknown: 96

Benign: 66 (17.0)
Malignant: 323 (83.0)
56.4+12.9

Unknown: 12

Benign lesion characteristics

Lesion subtypes

Fibroadenoma: 60 (30.8)
Columnar change: 15 (7.7)
Papilloma: 13 (6.7)
Parenchyma tissue: 11 (5.6)
Fibrotic tissue: 10 (5.1)
Hyperplasia: 8 (4.1)

Cystic change: 6 (3.1)

Fat necrosis: 4 (2.1)

Other: 26 (13.3)

Unknown: 42 (21.5)

Fibroadenoma: 18 (27.3)
Columnar change: 5 (7.6)
Papilloma: 6 (9.1)
Parenchyma tissue: 8 (12.1)
Fibrotic tissue: 5 (7.6)
Hyperplasia: 5 (7.6)

Cystic change: 3 (4.5)

Fat necrosis: 3 (4.5)

Other: 12 (18.2)

Unknown: 1 (1.5)

Malignant lesion characteristics

Lesion subtypes

Estrogen receptor status

Progeste rone receptor status

HER-2 status

IDC: 133 (20.2)
DCIS: 118 (18.0)
IDC + DCIS: 316 (48.1)
ILC: 27 (4.1)

ILC + LCIS: 24 (3.7)
Other: 28 (4.3)
Unknown: 11 (1.7)
Positive: 408 (62.1)
Negative: 127 (19.3)
Unknown: 122 (18.6)
Positive: 350 (53.3)
Negative: 183 (27.9)
Unknown: 124 (18.9)
Positive: 87 (13.2)
Negative: 401 (61.0)
Equivocal: 5 (0.8)
Unknown: 164 (25.0)

IDC: 71 (22.0)

DCIS: 20 (6.2)

IDC + DCIS: 197 (61.0)
ILC: 15 (4.6)

ILC + LCIS: 5 (1.5)
Other: 15 (4.6)

Positive: 235 (72.8)
Negative: 83 (25.7)
Unknown: 5 (1.5)
Positive: 209 (64.7)
Negative: 108 (33.4)
Unknown: 6 (1.9)
Positive: 54 (16.7)
Negative: 240 (74.3)
Equivocal: 2 (0.6)
Unknown: 27 (8.4)

Note: Numbers in parentheses are percentages. For some subjects, only the decade of age was available
(e.g., 60 s) as part of the patient information deidentification process. In these situations, the middle of the
decade was used for the calculation of the mean subject age. DCE, dynamic contrast-enhanced sequence;
T2w, T2-weighted sequence; DWI, diffusion-weighted imaging sequence; std, standard deviation; IDC, inva-
sive ductal carcinoma; DCIS, ductal carcinoma in situ; ILC, invasive lobular carcinoma; and HER-2, human
epidermal growth factor receptor 2.
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lesions categorized at MRI as breast imaging reporting and data system (BI-RADS) category 4,
5, or 6, diagnosis validation was achieved by histopathologic analysis. For all lesions categorized
at MRI as BI-RADS category 2 or 3, diagnosis validation was obtained by MRI follow-up of at
least 24 months.

2.2 Single-Parametric Methods

Figure 1 illustrates the human-engineered radiomic features extraction, machine learning clas-
sification, and evaluation process for both single-parametric and mpMRI approaches.

Lesions were segmented separately from each sequence using a fuzzy C-means method
requiring only the manual indication of a seed point.'® Radiomic features were designed based
on the biological phenotypes of lesions. Fifty radiomic features that characterize lesions in terms
of their size, shape, morphology, enhancement texture, kinetics, and kinetics variance were
extracted from DCE images.'*~* Likewise, three morphological features and 14 texture features
as well as the mean and the variance of the signal intensity were extracted from T2w images.'* In
addition, six first-order radiomic features were extracted from the ADC maps of DWI images.”
Morphological or texture features were not calculated from DWI due to its coarse resolution.
Radiomic features related to contrast enhancement on DCE sequence were calculated in 4-D, and
all other features were calculated in 3-D across the entire lesion. A complete list of radiomic
features and their descriptions is included in the Appendix.

Fuzzy C-means segmentation ]
{ Radiomics feature extraction ]
DCE features (50) ‘ T2w features (19) DWI features (6)
+ Geometry « Morphology |+ Average ‘
* Morphology * T2w texture | * Standard
« Contrast » Mean and | deviation
enhancement variance of | *Range
texture +| signal intensity +3 « Maximum
« Kinetics I« Minimum
* Enhancement 3 +« Skewness
variance kinetics | (of ADC map)
* Gray-level |
statistics

[ swm |+ [ swm |+ [ swm |
|

ROC ROC [ ROC | ROC ROC
analysis analysis | analysis | analysis analysis

)

Classifier
fusion

Fig. 1 Lesion classification pipeline based on diagnostic images. Radiomic features were extracted
from DCE, T2w, and DWI sequences. The mpMRI information was incorporated in two different
ways: feature fusion, i.e., merging radiomic features extracted from all sequences to train an SVM
classifier and classifier fusion, i.e., aggregating the PM output from all single-parametric classifiers
via soft voting. Parentheses contain the numbers of features extracted from each sequence.
The dashed lines for DWI indicate that the DWI sequence was only included in the classification
process when it was available, while the DCE and T2w sequences were available for all lesions
and thus were always included. ADC, apparent diffusion coefficient and ROC, receiver operating
characteristic.
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SVM classifiers with Gaussian radial basis function kernel were trained on the extracted
radiomic features to differentiate between benign and malignant lesions (Python Version 3.7,
Python Software Foundation).”® SVM was chosen over other classification methods due to its
relative robustness to correlated data, which is an attribute of the radiomic features. Each SVM
classifier was trained and evaluated using nested fivefold cross validation, where the inner cross
validation was used for model development and the outer cross validation was used for testing.
Within each training fold in the outer cross-validation loop, two SVM hyperparameters, namely
the scaling parameter y and the regularization parameter C, were optimized on a grid search with
an internal fivefold cross validation.?” Predictions on the five test folds in the outer cross-val-
idation loop were aggregated for classification performance evaluation. Splitting was performed
by patient, keeping all lesions from a patient in the same fold to eliminate the bias due to using
correlated lesions for training and testing. Class prevalence was held constant across all cross-
validation folds. Each training set was standardized to zero mean and unit variance, and the
corresponding test set was standardized using the statistics of the training set. To address the
problem of class imbalance, a misclassification penalty for cases in each class was assigned to be
inversely proportional to its prevalence in the training data.

2.3 Multiparametric Methods

We investigated integrating information from the three MRI sequences at two different levels
of the classification framework, as illustrated in Fig. 1. The two mpMRI approaches are
referred to as feature fusion and classifier fusion. For the feature fusion approach, radiomic
features extracted from each sequence separately were concatenated to form an ensemble of
features, which was then input to an SVM classifier. The classifier training process then fol-
lowed the single-parametric methods. For the classifier fusion approach, probability of malig-
nancy (PM) outputs from the single-parametric SVM classifiers were aggregated via soft
voting. That is, the PM outputs were averaged across all single-parametric classifiers to yield
prediction scores.

2.4 Evaluation and Statistical Analysis

Classifier performances were evaluated using receiver operating characteristic (ROC) curve
analysis, with area under the ROC curve (AUC) serving as the figure of merit.”**’ The 95%
confidence intervals (Cls) of the AUCs were calculated by bootstrapping the posterior PMs
(2000 bootstrap samples).*® Sensitivity and specificity, calculated at the optimal operating point
on the ROC curve that minimizes m = (1 — sensitivity)? + (1 — specificity)?, were also reported
for each classifier.'

Classification performances of the mpMRI approaches were compared with those of the
single-parametric classifiers using the DeLong test.*'*> Bonferroni—Holm corrections were used
to account for multiple comparisons,*® and a corrected P < 0.05 was considered to indicate
a statistically significant difference in performance.

2.5 Protocol Variability

Missing data are a common challenge in multimodality imaging studies. Conventional meth-
ods typically discard modality-incomplete subjects, which reduces the subjects that can be
used to train a diagnosis model and hence may degrade the diagnostic performance. To mimic
potential clinical situations where radiologists perform assessments based on MRI exams
acquired using different imaging protocols that contain various number of sequences, the analyses
were first performed on the entire dataset of 852 lesions, in which exams contained either two or
three sequences. For the feature fusion approach, an SVM classifier was trained on features
extracted from three sequences for the subset of lesions for which all three sequences were
acquired during their MRI exams, and another SVM classifier was trained on features extracted
only from DCE and T2w sequences for the remaining lesions for which DWI was not acquired.
For the classifier fusion approach, output PMs from all applicable single-parametric SVM
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classifiers were aggregated via soft voting, and subsequently input to ROC analysis and sensi-
tivity/specificity calculations.

The same analyses were then performed on the subset of 389 lesions whose mpMRI protocol
contained three sequences, discarding the modality-incomplete subset. The performances of
mpMRI classifiers trained on this subset were compared with those trained on the full dataset
to demonstrate the effect of the dataset size and the benefit of using all available data even when
a subset contains missing sequences.

3 Results

Figures 2 and 3 show the comparison between the PMs predicted by the single-parametric clas-
sifiers using DCE and T2w features. Although the majority of benign and malignant classes are
separated from each other, there exists notable disagreement between the two single-parametric
classifiers, suggesting that a fusion technique for features extracted from various mpMRI
sequences may improve the predictive performance. Figure 2 also shows example lesions upon
which these two classifiers agree or disagree, with their lesion types noted in the caption. For
example, the benign papilloma lesion on the lower right was inaccurately predicted to have a
high PM score using DCE features, but more accurately assigned with a low PM score when
using T2w features, providing an example where combining features from mpMRI sequences
would be beneficial.

Figure 4 and Table 2 present the classification performances of the five classification models
trained on the full dataset of 852 lesions imaged using either two- or three-sequence mpMRI
protocols. Table 3 summarizes the p-values and the 95% Cls for the comparisons between the
multiparametric and single-parametric classifiers” AUCs. Both mpMRI classification approaches
significantly outperformed all single-parametric classifiers.

When only including the subset imaged using the three-sequence protocol and discarding the
subset, in which DWI was missing, the feature fusion and classifier fusion mpMRI approaches
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e . Benign
N ot o* . . *  Malignant
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Predicted PM using DCE features

Fig. 2 Diagonal classifier agreement plot between the T2w and DCE single-parametric classifiers.
The x axis and y axis denote the PM scores predicted by the classifiers using DCE and T2w
features, respectively. Each point represents a lesion for which predictions were made. Points
along or near the diagonal from bottom left to top right correspond to high classifier agreement;
points far from the diagonal correspond to low agreement. Examples of lesions on which the two
classifiers were in extreme agreement/disagreement are also included. Disagreement: lower right
benign: papilloma; lower right malignant: mixture of invasive ductal carcinoma and ductal carci-
noma in situ, HER-2 enriched; upper left benign: fibroadenoma; upper left malignant: mixture of
invasive ductal carcinoma and ductal carcinoma in situ, luminal A. Agreement (both incorrect):
upper right benign: hyalinized stromal fibrosis; lower left malignant: ductal carcinoma in situ.
Agreement (both correct): upper right malignant: mixture of invasive ductal carcinoma and ductal
carcinoma in situ, triple negative, very large; and lower left benign: fibroadenoma.
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Fig. 3 Bland-Altman plot illustrating classifier agreement between the single-parametric classi-
fiers trained on DCE features and T2w features. The y axis shows the difference between the
SVM output scores of the two classifiers; the x axis shows the mean of two classifiers’ outputs.
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Fig. 4 Fitted binomial receiver operating characteristic (ROC) curves for single-parametric
(dashed line) and mpMRI classifiers (solid line) trained on the full set. The three single-parametric
classifiers were trained separately on (i) DCE, (ii) T2w, and (iii) DWI features. The mpMRI models
(iv) were trained on the ensemble of features extracted from all available sequences, and (v) aggre-
gated the PM from the single-parametric classifiers via soft voting. The legend gives the AUC with
the 95% CI for each classifier.

yielded AUCs [95% Cls] of 0.80 [0.73, 0.85] and 0.80 [0.74, 0.86], respectively, both signifi-
cantly lower than their corresponding classifiers’ performances when the full set was used
(95% CI of AAUC = [0.01,0.14] for both approaches). The results demonstrated that with
the proposed method for handling exams acquired using different imaging protocols that
contained inconsistent sequences, it would be beneficial to utilize the full dataset despite its
incompleteness.

4 Discussion

The proposed radiomics methods that take advantage of the complimentary information pro-
vided by DCE, T2w, and DWI sequences in mpMRI demonstrated potential to improve
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Table 2 Sensitivity, specificity, and AUC along with the 95% CI of AUC for each classifier trained
on the full set. Sensitivity and specificity presented are for the optimal operating point determined
using a metric for cut-off value that minimizes m = (1 — sensitivity)? + (1 — specificity)2. Because
all lesions were referred for biopsy, the sensitivity and specificity of the data set were not calcu-
lated for clinical assessment.

Classifier DCE T2w DWI Feature fusion Classifier fusion
AUC [95% Cl] 0.84 0.83 0.69 0.87 0.87
[0.82, 0.87] [0.80, 0.86] [0.62, 0.75] [0.84, 0.89] [0.84, 0.89]
Sensitivity (%) 75.7 76.3 61.4 791 79.0
Specificity (%) 76.3 745 62.9 77.2 78.4

Table 3 Performance comparison for the six classification methods when classifiers were trained
on the full set. The classifier names are shown in the first column (single-parametric) and first row
(multiparametric). P-value and 95% CI of the difference in AUCs for each comparison are pre-
sented, where each multiparametric classifier was compared with each single-parametric classi-
fier using the DelLong test. P-values were corrected for multiple comparisons using Bonferroni—
Holm corrections.

Classifier Compared with feature fusion Compared with classifier fusion
DCE P = 0.003* P =0.001*

95% Cl AAUC = [0.01,0.03] 95% Cl AAUC = [0.01,0.04]
T2w P = 0.004* P <0.001*

95% Cl AAUC = [0.01,0.06] 95% Cl AAUC = [0.02,0.05]
DWI P <0.001* P <0.001*

95% Cl AAUC = [0.11,0.25] 95% Cl AAUC = [0.11,0.26]

*Significance (P < 0.05) after accounting for multiple comparisons.

performance over single-parametric CADx in the task of distinguishing between benign and
malignant breast lesions. Two mpMRI approaches were examined: a feature fusion method
that concatenated radiomic features extracted from mpMRI sequences at the classifier input
and a classifier fusion method that aggregated the PM outputs from the single-parametric clas-
sifiers via soft voting. When trained on the entire clinical dataset of 852 lesions, where some
exams did not include the DWI sequence, both mpMRI methods significantly outperformed
all the single-parametric classifiers. When trained on the subset of 389 lesions that were
imaged using the three-sequence mpMRI protocol, both mpMRI classifiers yielded reduced
performances.

We believe that this is the first comprehensive study that investigated two human-engineered
radiomics approaches of leveraging mpMRI information from three sequences for breast lesion
classification. Previous studies were largely focused on using the DCE sequence alone.'*!3-4-36
A few previous studies developed mpMRI frameworks to distinguish between malignant and
benign lesions using radiomic features, but either only included DCE and T2w sequences or
only investigated methods similar to the feature fusion approach in our study, and reported lower
performance than the results achieved by our methods.'*!> The findings in our work demonstrate
superiority of the mpMRI approaches, which can improve the currently available breast cancer
CADx systems based on DCE alone.

Our study has a few limitations. First of all, an ideal model tuning procedure would involve a
single training set, validation set, and held-out test set. However, we chose to use nested fivefold
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cross validation since no prior feature selection or parameter optimization was needed. The
nested cross-validation scheme resulted in an 80%/20% split into independent development and
test sets within one partition in the outer cross-validation loop, and thus did not lead to overfitting
due to data leakage. Using cross validation as the evaluation technique allowed us to more
efficiently use the data by reporting an overall score across five test sets instead of a single
test set.

Moreover, only six first-order radiomic features were extracted from ADC maps. Other radio-
mic features were not calculated because we did not think high-order features, such as texture
features, would be informative given the coarse resolution of DWI. Also feature selection was
not included in our approach because our preliminary investigation of several feature selection
and dimension reduction methods, including stepwise feature selection, recursive feature selec-
tion, principal component analysis, and #-distributed stochastic neighbor embedding, showed
that none of these methods resulted in an improved classification performance. It is worth noting
that our approach was to extract radiomic features that are clinically or physiologically relevant
to the diagnosis of breast cancer, rather than extracting as many features as possible and then
select a subset based on statistical importance. A total of 75 features were extracted from three
modalities, which was a reasonable size for SVM classifiers without feature selection, especially
given the fairly large size of the database.

In addition, MRI exams used in this study were collected over the span of eight years, during
which imaging technology advanced and some acquisition parameters did not remain constant.
We ensured that no extreme imbalance that would potentially bias the results was present, e.g.,
the field strengths distribution was similar between the benign and malignant class. Among the
195 benign lesions, 141 (72%) of them were imaged with 1.5 T scanners and 54 were imaged
with 3 T (28%) scanners; among the 657 malignant lesions, 422 (64%) were imaged with 1.5 T
scanners and 235 were imaged with 3 T (36%) scanners. Although the use of such a retrospec-
tively collected dataset provided us with an estimate of the robustness of our radiomics models to
heterogeneous data, we plan to investigate harmonization of differences in acquisition param-
eters in future studies.

Common alternative approaches for handling missing modalities in multiparametric imag-
ing studies include image imputation and feature imputation. Image imputation methods are
task-specific, and while developing a satisfactory image imputation method for diagnosing
breast cancer on mpMRI is an interesting topic for future investigation, it is beyond the scope
of this study. As for feature imputation, a comparative experiment was performed in which
the missing DWI radiomic features were imputed using a regression-based multivariate
iterative feature imputation method and the classification results were compared with those
from our original approach. The performance for all classifiers that utilized DWI features,
namely the DWI single-parametric classifier, the feature fusion mpMRI classifier, and the
classifier fusion mpMRI classifier, slightly decreased. Their AUCs [95% Cls] were 0.66
[0.62,0.70], 0.85 [0.82, 0.88], and 0.86 [0.84, 0.89], indicating that the imputed DWI features
did not benefit the classification performance. In addition to the classification performance,
the advantages of our original approach also include its computational efficiency as it
eliminates the imputation step, and its close analogy to the clinical diagnostic process,
i.e., radiologists basing their assessment on either two or three sequences available in mpMRI
exam for a particular case.

5 Conclusions

In conclusion, our study proposed two mpMRI approaches that both significantly outper-
formed single-parametric CADX in the task of distinguishing between benign and malignant
breast lesions. Our methodology is highly automated, computationally efficient, and handles
the common problem of missing modalities among clinical multiparametric imaging datasets.
Future work will focus on understanding the disagreement between radiomics and deep
learning approaches and taking advantage of the strengths from both. Furthermore, we plan
to perform validation on an independent, external dataset to assess the robustness of the
system.
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6 Appendix

The following tables provide a complete list of radiomic features included in this study and their
descriptions. Tables 4—6 list radiomic features extracted from DCE, T2w, and DWI sequences,
respectively.

Table 4 Radiomic features extracted from DCE sequence and their descriptions.

Category Feature name (unit) Feature description

Geometry'®  Volume (mmd) Volume of lesion

Morphology'®

Texture®

Effective diameter (mm)

Surface area (mm?)

Maximum diameter (mm)

Sphericity

Irregularity

Surface area/volume (1/mm)
Margin sharpness
Variance of margin sharpness

Variance of radial gradient histogram

Contrast
Correlation

Difference entropy

Difference variance

Angular second moment (energy)
Entropy

Inverse difference moment
(homogeneity)

Information measure of correlation 1
Information measure of correlation 2
Maximum correlation coefficient
Sum average

Sum entropy

Sum variance

Sum of squares (variance)

Greatest dimension of a sphere with
the same volume as the lesion

Lesion surface area

Maximum distance between any two voxels in
the lesion

Similarity of the lesion shape to a sphere

Deviation of the lesion surface from
the surface of a sphere

Ratio of surface area to volume

Mean of the image gradient at the lesion margin

Variance of the image gradient at the lesion margin

Degree to which the enhancement structure
extends in a radial pattern originating from
the center of the lesion

Location image variations

Image linearity

Randomness of the difference of neighboring
voxels’ gray levels

Variations of difference of gray level between
voxel pairs

Image homogeneity
Randomness of the gray levels

Image homogeneity

Nonlinear gray-level dependence
Nonlinear gray-level dependence
Nonlinear gray-level dependence

Overall brightness

Randomness of the sum of gray-level dependence

Spread in the sum of the gray levels of
neighboring voxels

Spread in the gray-level distribution
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Table 4 (Continued).

Category Feature name (unit) Feature description

Kinetics?' Maximum enhancement Maximum contrast enhancement
Time to peak (s) Time at which the maximum enhancement occurs
Uptake rate (1/s) Uptake speed of the contrast enhancement
Washout rate (1/s) Washout speed of the contrast enhancement
Curve shape index Difference between late and early enhancement
Enhancement at first postcontrast Enhancement at first postcontrast time point
time point
Signal enhancement ratio Ratio of initial enhancement to overall enhancement
Volume of most enhancing Volume of the most enhancing voxels
voxels (mm?)
Total rate variation (1/s2) How rapidly the contrast will enter and exit from

the lesion
Normalized total rate variation (1/s?) How rapidly the contrast will enter and exit from
the lesion

Enhancement- Maximum enhancement-variance Maximum spatial variance of contrast

variance enhancement over time

kinetics° ) i ) ) ) )
Enhancement-variance time to peak (s) Time at which the maximum variance occurs
Enhancement-variance increasing Rate of increase of the enhancement-variance
rate (1/s) during uptake
Enhancement-variance decreasing Rate of decrease of the enhancement-variance
rate (1/s) during washout

Gray-level Mean voxel value precontrast Average gray-level intensity within the lesion prior

statistics®* to contrast injection

Mean voxel value postcontrast
injection

Standard deviation of voxel value
distribution precontrast

Standard deviation of voxel value
distribution postcontrast

Maximum voxel value precontrast

Maximum voxel value postcontrast

Minimum voxel value precontrast

Minimum voxel value postcontrast

Kurtosis of voxel value distribution
precontrast

Kurtosis of voxel value distribution
postcontrast

Skewness of voxel value distribution
precontrast

Skewness of voxel value distribution
postcontrast

Average gray-level intensity within the lesion at
first postcontrast injection time point

Variation in gray-level intensity within the lesion
prior to contrast injection

Variation in gray-level intensity within the lesion at
first postcontrast injection time point

Maximum gray-level intensity within the lesion prior
to contrast injection

Maximum gray-level intensity within the lesion at
first postcontrast injection time point

Minimum gray-level intensity within the lesion prior
to contrast injection

Minimum gray-level intensity within the lesion at
first postcontrast injection time point

Tailedness of gray-level intensity distribution within
the lesion prior to contrast injection

Tailedness of gray-level intensity distribution within
the lesion at first postcontrast injection time point

Asymmetry of gray-level intensity distribution about
the mean within the lesion prior to contrast injection

Asymmetry of gray-level intensity distribution about
the mean within the lesion at first postcontrast
injection time point
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Table 5 Radiomic features extracted from T2w sequence and their descriptions.

Category Feature name

Feature description

Morphology'#'® Margin sharpness

Variance of margin sharpness

Variance of radial gradient histogram

Texture'+?? Contrast
Correlation

Difference entropy

Difference variance

Angular second moment (energy)
Entropy

Inverse difference moment (homogeneity)
Information measure of correlation 1
Information measure of correlation 2
Maximum correlation coefficient

Sum average

Sum entropy

Sum variance

Sum of squares (variance)

Gray-level Mean voxel value
statistics'*
Variance of voxel value

Mean of the image gradient at the lesion margin

Variance of the image gradient at the lesion
margin

Degree to which the enhancement structure

extends in a radial pattern originating from
the center of the lesion

Location image variations
Image linearity

Randomness of the difference of neighboring
voxels’ gray levels

Variations of difference of gray level between
voxel pairs

Image homogeneity
Randomness of the gray levels
Image homogeneity

Nonlinear gray-level dependence
Nonlinear gray-level dependence
Nonlinear gray-level dependence
Overall brightness

Randomness of the sum of gray-level
dependence

Spread in the sum of the gray-levels of
neighboring voxels

Spread in the gray-level distribution
Average gray-level intensity within the lesion

Variation in gray-level intensity within the lesion

Table 6 Radiomic features extracted from the ADC map derived from diffusion-weighted

sequence and their descriptions.

Category Feature name

Feature description

ADC map Mean ADC
statistics?®
Standard deviation of ADC distribution
Maximum ADC
Minimum ADC
Range of ADC distribution

Skewness of ADC distribution

Average ADC within the lesion

Variation in ADC within the lesion
Maximum ADC within the lesion

Minimum ADC within the lesion

Range of ADC distribution within the lesion

Asymmetry of ADC distribution about the mean
within the lesion
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