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Abstract
Introduction Mobile apps that utilize the framework
of entrustable professional activities (EPAs) to cap-
ture and deliver feedback are being implemented. If
EPA apps are to be successfully incorporated into pro-
grammatic assessment, a better understanding of how
they are experienced by the end-users will be neces-
sary. The authors conducted a qualitative study us-
ing the Consolidated Framework for Implementation
Research (CFIR) to identify enablers and barriers to
engagement with an EPA app.
Methods Structured interviews of faculty and resi-
dents were conducted with an interview guide based
on the CFIR. Transcripts were independently coded
by two study authors using directed content analysis.
Differences were resolved via consensus. The study
team then organized codes into themes relevant to
the domains of the CFIR.
Results Eight faculty and 10 residents chose to partici-
pate in the study. Both faculty and residents found the
app easy to use and effective in facilitating feedback
immediately after the observed patient encounter.
Faculty appreciated how the EPA app forced brief,
distilled feedback. Both faculty and residents ex-
pressed positive attitudes and perceived the app as
aligned with the department’s philosophy. Barriers
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to engagement included faculty not understanding
the EPA framework and scale, competing clinical de-
mands, residents preferring more detailed feedback
and both faculty and residents noting that the app’s
feedback should be complemented by a tool that gen-
erates more systematic, nuanced, and comprehensive
feedback. Residents rarely if ever returned to the
feedback after initial receipt.
Discussion This study identified key enablers and bar-
riers to engagement with the EPA app. The findings
provide guidance for future research and implemen-
tation efforts focused on the use of mobile platforms
to capture direct observation feedback.
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Introduction

The adoption of competency-based frameworks has
highlighted the need for workplace-based assessment
(i.e., “what doctors actually do in practice”) with a dual
focus on the assessment of learning (i.e., summative
feedback) and assessment for learning (i.e., forma-
tive feedback) [1–3]. As a result, direct observation of
a trainee-patient encounter has become an increas-
ingly prominent feature of assessment. Direct obser-
vation tools have been developed for general clini-
cal skills (e.g., miniCEX) and for focused tasks, such
as electromyography, teamwork, laparoscopy, ultra-
sound-guided anesthesia, handoff, and follow-up vis-
its [4–11].

Implementation of workplace-based assessment
has encountered significant challenges. One com-
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mon barrier has been the lack of time and competing
demands such as clinical workload that interfere with
the ability of faculty to complete these assessments
[12, 13]. In order to facilitate more efficient capture,
delivery, and aggregation of assessment data, mo-
bile applications have been developed and tested in
multiple specialties (e.g., pediatrics, surgical special-
ties, internal medicine) and with multiple frameworks
(milestones, competencies, and entrustment scales)
[14–21]. A second important barrier has been chal-
lenges with the assessment frameworks; the com-
petencies and milestones used on workplace-based
assessments are viewed by some as too numerous,
too granular, and/or too abstract for educators to use
[22]. Entrustable professional activities (EPAs) have
emerged as an assessment framework that translates
competencies into clinical practice in a more holis-
tic fashion compared with milestones [23]. Multiple
specialties have developed and implemented EPAs
[24–26].

Very little has been published on mobile apps that
utilize the EPA framework to capture assessment data,
though there are numerous initiatives underway. Most
of the published apps utilize milestones or compe-
tencies as the assessment framework. For example,
the surgical specialties have developed two related as-
sessment approaches, the O-SCORE and SIMPL. The
O-SCORE utilizes levels of supervision anchors (e.g.,
“I had to talk the trainee through . . . ”) for each of
nine components of any surgical procedure (e.g., case
preparation, postoperative plan) with a final yes/no
determination of whether the trainee is ready to per-
form the procedure independently [27]. It does not
use a level of supervision scale for the overall activ-
ity (which is not necessarily an EPA). SIMPL is a mo-
bile platform that incorporates three questions, one of
which uses a level of supervision scale for the overall
activity but the activities typically are not EPAs [18].
Finally, Warm et al. have published on large WBA
datasets captured by mobile devices; this work em-
ploys “observable professional activities” (i.e., often
tasks nested within an EPA) and has not focused to
date on the mobile platform itself [28].

In an effort to bring together the EPA framework
with smartphone technology, we designed and imple-
mented a WBA that employs a mobile app to assess
EPAs based on direct observation. An initial study
indicated that the app generated high quality nar-
rative feedback and entrustment scores that corre-
lated with resident experience [29]. While this and
other EPA apps are being implemented across nu-
merous settings and specialties, we know little about
implementation barriers and enablers. To date, most
studies of assessment apps have examined apps that
use frameworks other than EPAs and have focused
on outcomes such as end-user satisfaction via sur-
veys (e.g., attitudes), the quality of the feedback (e.g.,
specificity), and feasibility (e.g., time to complete) [15,
18–20, 30–36]. A few of these studies have identified

barriers (e.g., competing demands on faculty time and
lack of a physician champion) and enablers (perceived
value) to implementation [15, 17, 19]. No study to date
has used implementation science frameworks to focus
on the implementation process itself.

If EPA apps and, more generally, smartphone-based
applications, are to be successfully incorporated into
programmatic assessment, a better understanding of
implementation barriers and enablers will be neces-
sary. To address this gap and improve subsequent
implementation, this study explored the barriers and
enablers of adoption of an EPA-based app. The study
used the Consolidated Framework for Implementa-
tion Research (CFIR), a “meta-theoretical” framework
that provides an overarching typology of implementa-
tion and is commonly used to assess implementation
of evidence-based interventions in a variety of set-
tings, including medical education [37–39].

Methods

Study design and ethics

This is a qualitative study that applied the CFIR
methodology [37]. Because our focus was on identi-
fying implementation barriers and enablers in order
improve how other programs incorporate similar apps
in the future, we chose a methodology from imple-
mentation science [12, 39]. The CFIR examines im-
plementation across five major, interacting domains:
intervention (e.g., perceptions about the relative ad-
vantages of the intervention), inner setting (e.g., the
clinic in which the supervisory encounter between
faculty and residents occurs), outer setting (e.g., de-
partment and hospital policies, priorities, incentives
and culture), individual characteristics (e.g., knowl-
edge and beliefs about the intervention, personal
use of the app), and implementation process (e.g.,
strategies and tactics such as engaging appropriate
stakeholders) [40].

Ethical approval was obtained from the Institu-
tional Review Board at Northwell Health (IRB#: 19-
0011).

Setting and participants
This study was conducted in a psychiatry resident out-
patient continuity clinic of a large, academic teach-
ing hospital. Residents spent one half day a week in
the clinic during their second and third year of train-
ing with the same attending. Each week, the attend-
ing directly observed second year residents for two
hours and third year residents for one hour as they
conducted new patient evaluations and follow-up vis-
its. Faculty had no other obligations during the clinic
other than working with their assigned resident. Prior
to the implementation of the EPA app, faculty used
a paper-based direct observation tool that included
a comprehensive 27-item checklist, an overall EPA rat-
ing, and prompts for both reinforcing and corrective
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comments. This tool had been studied in several set-
tings with evidence for validity and generates, on av-
erage, five highly specific comments with a 3:2 ratio of
reinforcing to corrective [11, 41–43]. All faculty agreed
to participate. Two residents who were invited de-
clined to participate.

Intervention

Design features of the mobile app and the quality of
the assessment data generated have been reported in
a prior study [29]. In brief, we developed the app
for the iOS platform in Xcode, Apple’s suite of soft-
ware development tools. The app was written in the
Swift programming language. Data were uploaded to
Google’s Firebase cloud service, and emailed directly
to residents via a Firebase Cloud Function. To make
the interface as intuitive and hassle free as possible,
we adhered closely to the iOS Human Interface Guide-
lines, a set of documents published by Apple, whose
aim is to improve the user experience. Iterative refine-
ments were made based on field testing performed
by the study authors and one other faculty member.
A pilot study of the EPA app determined that faculty
required 70 seconds to complete an assessment and
each assessment generated, on average, a single, be-
haviorally specific, high quality corrective comment
[29].

The EPA app was implemented in August 2017. Fac-
ulty were asked to use the mobile app to complete one
evaluation during each continuity clinic in which the
resident saw at least one patient. After observing the
patient encounter, the app required faculty to select
the relevant EPA—in this context either a “diagnostic
interview” or a “medication management visit”—and
then complete a two-part assessment: 1) assign a level
of supervision that the resident requires based on the
single observation; and 2) provide a comment in re-
sponse to the prompt “one thing the trainee can do to
advance to the next level”. Once the faculty completed
the assessment, a copy was immediately emailed to
the resident and faculty member.

Approximately once a month, use of the app was
monitored by study authors via a dashboard that sum-
marized the number of completed assessments for
each dyad. When the dyad had been inactive dur-
ing the prior time interval an email reminder was
sent to the faculty, encouraging them to continue us-
ing the app. When a dyad was inactive for several
time periods, the study authors reached out to the
faculty member to see if they needed help with the
app. Faculty development consisted of written in-
structions and a 30-minute one-on-one meeting to
install and practice using the app. In addition all fac-
ulty attended three 1-hour trainings prior to the start
of the intervention on direct observation, EPA-based
assessment, and narrative feedback, respectively. Res-
idents also received a single 30 minute orientation to
the EPA app and the expectations for its use.

Interview content

Separate interview guides were created for faculty and
for residents. CFIR contains 26 constructs across the
five domains. Not all constructs are relevant to a given
context. Sample interview questions for each con-
struct are available on http://cfirguide.org. The re-
search team selected constructs and questions rel-
evant to the EPA app implementation from four of
the domains: intervention characteristics, individual
characteristics, inner setting, and outer setting. The
constructs from the process domain apply primarily
to those who are responsible for the planning and exe-
cution of the program, i.e., the residency program and
clinic leadership. Because our focus was on the fac-
ulty and resident experience, we did not interview the
EPA app implementation leaders and therefore did not
include any of the process domain constructs in the
guide. The questions were then tailored to gather spe-
cific information relevant to how faculty and residents
experienced the app. Following a pilot interview with
a faculty member and with a resident, minor changes
were made for clarity.

Data collection

Structured interviews were conducted by a study au-
thor (RS) from February to March 2019. We invited
faculty members and residents in the intervention
clinic to participate. Written informed consent was
obtained from each participant. The study author
explored participants’ reactions to each question.
Each interview was audiotaped, transcribed, and de-
identified.

Data analysis

Anonymized transcripts were uploaded to Dedoose
(version 8.2.14 for Windows) for data analysis and
management. Two authors (RS, JS) conducted di-
rected content analysis, a deductive process that ap-
plies an existing theory or framework to guide initial
coding [44, 45]. Transcripts were independently coded
in iterations of two. Each transcript was segmented
into excerpts, i.e., a linguistic unit (e.g., sentence or
paragraph) that expressed a single idea. Each excerpt
was then deductively assigned to one of the four CFIR
domains used in this study (i.e., intervention charac-
teristics, individual characteristics, inner setting, and
outer setting). The same two authors then inductively
assigned codes (e.g., technical interface or competing
demands) to each excerpt. After independently cod-
ing each batch of two transcripts, two authors (RS,
JS) compared how they segmented the data into ex-
cerpts and the CFIR domain and codes they assigned
to each excerpt. Although interview guide questions
were organized by CFIR domain, we coded excerpts
independently of the domain under which the ques-
tion was categorized in the interview guide. Differ-
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ences were discussed with the lead author (JQY) until
consensus was reached both with respect to the ex-
cerpt segmentation, the assigned CFIR domain, the
coding scheme itself and the assignment of codes to
a given excerpt. In subsequent meetings, all study
authors examined the codes within each CFIR, identi-
fied relationships between the codes, combined codes
into categories and then constructed themes relevant
to each domain. After eight faculty and 10 resident
interviews, three authors (RS, JS, JQY) all perceived
that conceptual sufficiency had been reached, i.e., the
codes appeared to capture the essence of the phe-
nomenon without requiring further modification [46].

The first author was also the program director for
the psychiatry residency in which this intervention
took place. Participants were informed of the first au-
thor’s role. Several steps were taken to ensure that fac-
ulty and residents participated voluntarily and openly.
The first author did not participate in recruitment, in-
terviews, or initial coding. He only participated in
coding when the two primary coders disagreed and
only viewed excerpts that had been de-identified.

Reflexivity

The study authors are all engaged in assessment in
graduate medical education and have experienced the
challenges of gathering WBA data via paper forms. We
anticipated that smartphone-based apps for compe-
tency-based assessment may be a much easier inter-
face, especially for faculty. This positive bias could
have influenced analysis. We also expected that the
smartphone-based platform may result in fewer and
perhaps lower quality comments compared with the
paper forms we had used in the past. This assump-
tion had the potential to provide a negative bias to
the analysis. To manage the influence of these as-
sumptions on our analysis, study team members were
asked to routinely reflect on their assumptions and to
verbalize how they may be affecting the process of
creating codes and themes.

Results

Below, we describe the major themes within each
CFIR domain and provide exemplar quotes to il-
lustrate how the themes were communicated. The
perceived advantages and disadvantages of the EPA
app compared with the pre-existing paper-based as-
sessment tool are described in each relevant CFIR
domain.

CFIR domain—Intervention characteristics

This refers to how participants perceived the quality
of the app, including design and ease/difficulty of use,
and positive and negative effects of the app.

Ease of use: Faculty felt the app was easy to use and
intuitive, from initial setup to routine use. Faculty
experienced few, if any, bugs or technical problems.
One faculty commented: “I’m not very good with the
phone . . . I found [EPA app] easy to use. I had no is-
sues with it.” (Faculty_3) No faculty member cited an
aspect of the app that was confusing or frustrating.
Similar to faculty, residents experienced no technical
challenges. Faculty and residents preferred the elec-
tronic format over paper. For faculty, the paper-based
forms required remembering to bring the form to an
observation and to then submit once completed while
for residents they cited the hassles of storing and re-
trieving the completed paper forms.

Feedback timeliness and frequency: All faculty and
residents reported that the EPA app facilitated timely
and frequent feedback. Faculty attributed this impact
to the quickness and ease with which an assess-
ment could be completed: “[EPA app] made giving
feedback still formal and objective, but also quicker, so
you could spend more time interacting with the resi-
dent and doing more verbal feedback . . . it allowed for
more face-to-face feedback . . . ” (Faculty_7) With re-
gards to ease of use and time to complete, faculty
much preferred the EPA app to the longer, paper-
based assessment tool: “I think [EPA app] is much
more user friendly and much more likely to be com-
pleted and much more efficient [than paper forms] . . . ”
(Faculty_2) Similarly, residents appreciated receiving
the written (electronic) feedback within minutes of
the patient encounter: “After my supervisor gave me
real-time verbal feedback . . . probably 15 minutes after
I left I would get an email with feedback.” (Resident_3).

Feedback quality: Most faculty appreciated that the
app prompted only for corrective (and not reinforcing)
narrative feedback. In particular, faculty described
how the corrective prompt served as a “forcing func-
tion” to do the hard work of constructing such feed-
back: “It’s helpful because every interaction there’s usu-
ally at least one area for improvement and this forces
you to identify that.” (Faculty_5) A few faculty felt dis-
comfort with not also having a prompt for reinforc-
ing feedback; they worried that their feedback may be
misperceived as discouraging or unsupportive.

All faculty described how the act of constructing
written feedback within a smartphone-based app re-
sulted in much briefer feedback compared with the
paper-based tools where they might write multiple
feedback points, each one with considerably more
narrative. Faculty perceived this design feature to be
beneficial as it required them to distil their feedback
into a single, brief point. Some faculty thought a sin-
gle, brief point may even be more beneficial than sev-
eral, longer points.
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“People are more likely to listen to it or pay atten-
tion to it when it’s something short and digestible,
so that’s what I try to do. It forced me to do that
too, which was good for me.” (Faculty_1)

“[I like] the fact that you have to provide very
succinct feedback [for the EPA app] and it always
makes me think about the most helpful piece of
feedback for the resident to take away.” (Faculty_6)

Most residents expressed appreciation for the brief
“take home” messages facilitated by the EPA app.
For example, one resident commented: “I think that
it’s helpful to get one main point for organized feed-
back . . . I like to say ‘That’s one point I can take away
from this session today.’” (Resident_4).

However, for both faculty and residents, there were
drawbacks to the concise, succinct, and easy to di-
gest characteristics of the EPA app’s written feedback.
Both groups believed that the EPA app, compared
with the longer paper-based checklist with prompts
for both reinforcing and corrective comments, gener-
ated feedback that was less nuanced, comprehensive,
and balanced. One resident said: “I guess the app
feedback is less detailed and that made it not as help-
ful.” (Resident_3) Another commented: “I’m not sure
the app asks for something positive for the comments,
which means in some senses the feedback’s a little less
thorough.” (Resident_2) Similarly, a faculty member
noted: “I think the longer, paper-based form is more
effective, because it’s more comprehensive.” (Faculty_7).

Both faculty and residents resolved these tradeoffs
with the notion that an ideal assessment program
would include both types of assessments, as captured
by these excerpts:

“I think something would be lost if only one was
used to the exclusion of the other. I think it might
be an ideal mix of primarily using the phone be-
cause of its ease of use and it’s the easy way of gen-
erating a lot of data, but then periodically doing
the paper one because it reminds us of some trees,
not just the forest.” (Faculty_1)

“I think the PSCO (paper-based form) is more
thorough. The PSCO’s probably more accurate,
encapsulates the experience more accurately. So,
that’s the advantage of the PSCO. The disadvan-
tage of the PSCO is that it’s a little more time-
consuming to do. I think the advantage of the
app is that it’s very quick. The disadvantage is
that it’s not detail oriented, so I think it would
probably be better for a large, summative block of
feedback as opposed to looking at an individual
visit.” (Faculty_5)

“I feel like I think it’s that same trade-off. Like
the PSCO is more detailed andmore specific, but it
runs the risk of just having attendings just check-
off a ton of boxes without giving it a lot of thought
because there’s too much stuff to do. Whereas the
app has less detail, and it’s less broad, and has less
information, but there’s only one thing to do, so

that one thing ends up being very specific and usu-
ally quite helpful.” (Resident_3)

Some faculty wondered if the more comprehensive
paper-based tool might be especially preferable early
in a resident’s training or faculty’s teaching when both
may benefit from the checklist which makes explicit
the standards of competency and may facilitate more
specific feedback.

Frame of reference: All faculty described the ori-
entation training as sufficient. Yet, most faculty ex-
pressed not understanding adequately the entrust-
ment scale or EPA framework: “There are buttons that
explain what the definitions are. But it actually doesn’t
explain if it’s asking for what happened versus what
you’re recommending.” (Faculty_2).

CFIR domain—Characteristic of individuals

This refers to how the user’s own beliefs or characteris-
tics may affect the intervention. These characteristics
include how they use the app in practice and their
confidence in doing so.

Faculty used the app shortly after providing verbal
feedback to the resident, either in the presence of the
resident, or shortly after they left, typically no more
than 20 minutes after observing the encounter.

Confidence and excitement: Most faculty and all
residents had a positive emotional reaction to using
the app. Faculty had a high level of confidence in
using the app, regardless of their general level of con-
fidence with technology: “Since I’ve had smartphones
and have been using apps for a bunch of years now,
I’m fairly comfortable with new technology in general.”
(Faculty_7) Residents expressed a similar positive dis-
position to use of an electronic rather than paper
format: “I come from a generation where everything
is done electronically . . . it’s easier for us to access that
because that’s what I grew up with.” (Resident_6).

Use of EPA app inpresence of patients: Some faculty
expressed discomfort with the use of the EPA app dur-
ing a patient visit. These faculty worried that patients
would perceive use of the EPA app as lack of interest,
not paying attention, or even rude: “I found it very
weird being on my phone with a patient in the room.
Computer’s one thing because it’s the electronicmedical
record . . . but the phone just feels rude because people
don’t know what I’m looking at.” (Faculty_4) Instead,
most faculty took brief notes on paper during the pa-
tient encounter so they could remember key points
and examples when providing the verbal and written
feedback. In this respect, faculty found the pre-ex-
isting paper-based tool more seamless. Residents did
not comment on this.

Resident engagement with the feedback: All res-
idents appreciated receiving the written feedback
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electronically soon after the patient encounter. While
some faculty assumed that residents would return to
the feedback in order to see how they were progress-
ing, almost all of the residents indicated that they
never looked at the emailed feedback after the initial
view. “I may be looked at it for like a second, however
long it takes to read a sentence . . . then I probablywould
have deleted it.” (Resident_8).

CFIR domain—Inner setting

In this study, the inner setting referred to the ease of
implementation within the clinic itself.

Clinical demands: Most faculty identified clinical
demands as the main barrier to implementation. Fac-
ulty had no clinical obligations of their own when
precepting the residents; this feature of the program
facilitated the direct observation and assessment ac-
tivities. Yet, faculty still experienced interruptions.
And, more significantly, clinical demands from the
resident’s panel could impact engagement with the
EPA app (e.g., a patient with a brief appointment
presents with unexpected acuity leading to a backlog
in the resident’s clinic). When faculty experienced
competing demands, they prioritized verbal feedback
over completing the assessment in the app. These
perceptions are represented well by the following two
excerpts:

“[EPA app is] another thing to do. When it gets
busy and I’ve already given verbal feedback, some-
times it falls by the wayside.” (Faculty_4)

“Usually we’ll [use the EPA app] if time permits.
If we only have one patient scheduled in the next
hour or so [my supervisor says] let’s do an app.”
(Resident_4)

CFIR domain—Outer setting

In this study, the outer setting refers to how the app
did or did not meet the needs of the hospital’s clinical
enterprise and the department’s educational program.

Organizational values: Amajority of faculty and res-
idents felt that the app was a good fit with the val-
ues and norms of the organization, as well as their
own values and norms. Faculty and residents perceive
the organization as prioritizing innovation in clinical
and educational practice. A faculty member com-
mented: “I think [EPA app] does fit with the value of be-
ing a forward-thinking, progressive kind of educational
environment . . . ” (Faculty_3) Similarly, a resident ob-
served: “I think it fits well. We value high quality educa-
tion, learning, research, making changes in residency.”
(Resident_8) Many cited that the department had es-
tablished a clear expectation that supervising faculty
should use the mobile app or other assessment in-
struments. Moreover, faculty and residents described

how the EPA app aligned especially with the depart-
ment’s visible efforts to use digital technology to im-
prove access to high quality care (e.g., smartphone-
based cognitive behavioral therapy).

Discussion

This study identified enablers and barriers to engage-
ment with the EPA app that have implications for fu-
ture iterations of this and other EPA apps (Tab. 1).
A number of enabling factors were identified. Both
faculty and residents found the app easy to use, glitch
free and efficient in facilitating feedback soon after the
observed patient encounter. None of the participants
experienced the EPA app as burdensome or difficult
to navigate, a common complaint of online WBA tools
[47, 48]. Faculty appreciated how the EPA app forced
them to distill their feedback into a single point. Both
faculty and residents expressed positive affective re-
actions. These important enabling factors highlight
the critical importance of the design process used in
developing an assessment app. The design of the EPA
app followed user-interface guidelines and prioritized
a simple and efficient user interface which meant ac-
cepting certain compromises such as not collecting
information about the patient complexity, only having
a single text box for corrective comments, and plac-
ing detailed anchor language in information buttons
to reduce the text on the main screens. The design
process also incorporated revisions based on feedback
from testing sessions with several faculty members.

In addition, the protected time for faculty to ob-
serve and complete the assessments without clinical
obligations of their own was crucial. The barrier of
competing demands has been consistently reported in
studies of other workplace-based assessment strate-
gies [12, 13, 15, 19]. These findings have led many
to advocate for models that provide faculty with ded-
icated (compensated) time for direct observation and
feedback [12, 13, 49]. This recommendation, as im-
plemented in our study, facilitated engagement with
the EPA app.

Moreover, faculty and residents perceived the app
as aligned with the hospital’s and department’s philos-
ophy which illustrates the importance of linking any
EPA app implementation to the underlying values and
sources of pride in an organization.

However, several important barriers to engagement
were identified. Most faculty expressed inadequate
understanding of the scale or framework. Prior re-
search has identified inadequate understanding of the
performance dimensions and frame of reference as
dominant problems inWBA programs [13]. While pro-
ponents of the EPA framework contend that EPAs are
intuitive for clinical faculty compared with the mile-
stones framework, the faculty in this study applied
the EPA framework inconsistently. Despite express-
ing satisfaction with the training, faculty evidently re-
quired more training and support over and above the
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Table 1 Facilitators and barriers to engagement with the EPA app

CFIR domain Facilitators Barriers

Intervention
characteristics

– Sufficient training prior to use
– Few, if any, technical challenges
– EPA app intuitive and easy to use, especially compared with pa-

per-based assessment tools
– Feedback timely and frequent
– Feedback quality high—behaviorally specific and salient
– User interface forced succinct feedback with a single take home

message for the resident

– Residents and faculty see the value of assessment tools (such as
the paper-based form also used in the clinic) which generate more
comments that are more detailed, nuanced, and comprehensive

– The absence of a checklist, while making the app easier to use,
led to less systematic observation and feedback

– No reinforcing comments
– Most faculty did not understand the entrustment scale and/or the

EPA framework
– Faculty prefer paper-forms for discretely jotting down feedback

points while observing

Characteristics
of individuals

– Excitement about the use of app-based technology
– High confidence in use of the app
– Faculty appreciated how the interface forced synthesis and distilla-

tion of their observations into a single, concise feedback point

– Faculty worry that use of the EPA app during patient encounters
may convey lack of respect and attention

– Residents reviewed emailed feedback briefly, then rarely referred
to it again

– Faculty prioritized verbal feedback over app completion when
short on time

Inner setting – Faculty time protected for the sole purpose of directly observing
the resident and giving feedback

– Monitoring of app utilization by the program

– Clinical demands, especially from the residents’ panels of pa-
tients, often resulted in the EPA app assessment not being com-
pleted

Outer setting – The app aligned with the organization’s emphasis on innova-
tion—especially regarding the use of measurement and technol-
ogy—in clinical and educational practice

30 minute orientation to the app and the three one-
hour trainings which covered EPAs and entrustment
scales [50]. This is consistent with the general finding
in WBA research that repeated trainings are neces-
sary to establish and maintain a shared mental model
among raters [51, 52]. This may serve as a caution
to not under-estimate the effort and time it takes for
faculty to learn how to use the EPA framework. Even if
the EPA framework is easier for clinical faculty to ini-
tially grasp, how faculty use the framework in practice
may be problematic.

In addition, some faculty did not use the EPA app
as frequently as intended due to clinical demands
that took precedence. In the setting of our study,
it is somewhat surprising that this barrier persisted,
though perhaps to a lesser extent than reported in
other studies, given how seemingly “little” time the
EPA app takes (70 seconds on average), how high the
enthusiasm for the app was, and that faculty had no
other obligations when supervising their resident in
the continuity clinic. Even with the faculty time pro-
tected, faculty still were interrupted with concerns re-
lated to their panel of patients. Moreover, demands
of patients from the residents’ own panels also dis-
rupted the direct observation and feedback. For ex-
ample, if a resident were fully booked and then had
an unscheduled acute patient present, the faculty and
resident would dispense with the feedback. Neither
of these disruptions were anticipated. This highlights
how even with faculty protected time, faculty may still
encounter significant interruptions and, in addition,
steps (e.g., longer appointment times or blocked off
appointment slots) must be taken to establish buffers
within the residents’ clinics against unexpected de-
mands that might interfere with feedback conversa-
tions and app completion.

Moreover, residents report that they rarely, if ever,
referred to the emailed feedback after an initial brief
review. This contrasts with the faculty expectation
that the emailed feedback would be revisited at future
time points. This finding is concerning and represents
a significant threat to the impact on learning and, ul-
timately, the validity of a competency-based assess-
ment program such as the EPA app [49]. Providing
feedback, even if purely formative, is not enough to
stimulate growth. Learners must review, reflect, dis-
cuss, and apply the feedback [49, 53–55]. Yet, medical
students and residents typically are not self-regulated
learners who engage in reflection and self-improve-
ment on their own accord, a finding seen in both for-
mative and summative assessment [56, 57]. Two in-
terventions seem relevant. Aggregating and visualiz-
ing the performance data onto a dashboard may help
trainees perceive trends and more easily find value in
re-visiting feedback they have received over time [54].
In addition and more important, residents may need
longitudinal coaches that create a safe place in which
they learn how to identify growth edges and set action
plans [49, 54].

Finally, while faculty and residents appreciated the
concise, single-point feedback facilitated by the EPA
app, both also noted the value of the pre-existing sys-
tematic, paper-based tool that generated more com-
prehensive, balanced, and nuanced feedback. This
outcome stemmed from the intentional design deci-
sion to limit the assessment to a single rating and
a single text box in order to maximize efficiency and
ease of use. Longer direct observation tools have been
shown to generate multiple comments per observa-
tion [43, 48, 58]. We do not know what the optimal
number of comments is from a learning and behavior
change perspective, but this finding suggests that an
overall program of workplace-based assessment may
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want to include a mix of assessment tools that gen-
erate both brief and more detailed comments. More-
over, this finding raises several questions about the
design of the EPA app, such as whether a compre-
hensive checklist and/or a second comment field that
prompts for reinforcing feedback should be added. We
would recommend adding the second narrative field
but are reluctant to add a checklist, especially a 27-
item one, which would make completion of an as-
sessment much more burdensome, especially on the
smaller screen of a smartphone.

Limitations of this study include a small sample size
from a single outpatient clinic at a single institution.
Implementation barriers and enablers are inevitably
related to local contextual factors. The lessons from
this study may not be generalizable. At the same time,
many of the findings are congruent with studies of
other types of mobile apps which makes us more con-
fident in our findings. In addition, the interview ques-
tions and coding processes were shaped by a specific
theoretical framework that may not have captured im-
portant dimensions of the EPA app experience. How-
ever, we believe this approach was appropriate given
our focus on the implementation enablers and barri-
ers.

Conclusion

In summary, this qualitative study using the CFIR
framework identified key enablers and barriers to
faculty and resident engagement with the EPA app.
The findings support ease of use and utility but also
highlight important barriers such as competing de-
mands, variable faculty understanding of the assess-
ment framework, lack of resident use of the feedback
beyond initial receipt, and salient tradeoffs when
comparing comments generated by the app versus
longer, more detailed paper-forms. Educators should
utilize app development guidelines that optimize the
user interface. Future research and implementation
efforts should especially focus on how best to train
faculty and to catalyze residents to engage in ongoing
review and reflection with the support of a coach.
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