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Speakers occasionally make speech errors, which may be detected and corrected. According to 
the comprehension-based account proposed by Levelt, Roelofs, and Meyer (1999) and Roelofs 
(2004), speakers detect errors by using their speech comprehension system for the monitoring 
of overt as well as inner speech. According to the production-based account of Nozari, Dell, 
and Schwartz (2011), speakers may use their comprehension system for external monitoring 
but error detection in internal monitoring is based on the amount of conflict within the speech 
production system, assessed by the anterior cingulate cortex (ACC). Here, I address three main 
arguments of Nozari et al. and Nozari and Novick (2017) against a comprehension-based account 
of internal monitoring, which concern cross-talk interference between inner and overt speech, 
a double dissociation between comprehension and self-monitoring ability in patients with apha-
sia, and a domain-general error-related negativity in the ACC that is allegedly independent 
of conscious awareness. I argue that none of the arguments are conclusive, and conclude that 
comprehension-based monitoring remains a viable account of self-monitoring in speaking.
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Introduction
In verbal communication, speakers occasionally make slips of the tongue, which may be detected and 
corrected. Disagreement exists about how error monitoring is achieved. According to the comprehension-
based account proposed by Levelt, Roelofs, and Meyer (1999) and Roelofs (2004), speakers detect errors by 
using their speech comprehension system. Errors can be detected internally before articulation onset (the 
internal loop) or in actually produced overt speech (the external loop). According to the production-based 
account of self-monitoring proposed by Nozari, Dell, and Schwartz (2011), speakers may use their speech 
comprehension system to monitor for errors in overt speech (“there is no doubt that monitoring overt 
speech through comprehension occurs”, p. 5). However, error detection in internal monitoring is assumed 
to be based on the amount of conflict within the speech production system, taken to be assessed by the 
anterior cingulate cortex (ACC) following Yeung, Botvinick, and Cohen (2004). Nozari et al. assume that 
speakers “are capable of monitoring their inner speech when they are not speaking aloud” (p. 3). Conflict 
monitoring is proposed as an account of internal monitoring when speaking aloud. It is taken to be “the 
default mechanism of error-detection in language production” (p. 2).

Whereas the comprehension-based account assumes a single mechanism for both internal and external 
monitoring, the production-based account assumes one mechanism (i.e., conflict detection, “the default 
mechanism”) for internal monitoring and another mechanism (i.e., the comprehension system) for external 
monitoring and for monitoring inner speech when not speaking aloud. If a self-monitoring mechanism 
exists for the monitoring of overt speech, it is plausible to assume that the same mechanism is also used for 
the monitoring of inner speech, as the comprehension-based account assumes.

Nozari et al. (2011) and Nozari and Novick (2017) give three main arguments against the comprehen-
sion-based account of internal monitoring. The arguments concern (1) the theoretical question of how 
a speaker can distinguish between inner and overt speech, and prevent cross-talk interference between 
them (Vigliocco & Hartsuiker, 2002), (2) a double dissociation between comprehension and self-monitoring 
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ability in patients with aphasia (Nozari et al.), and (3) an error-related negativity (ERN) in the event-related 
brain potential that is domain-general, supposedly independent of conscious awareness of errors, and arises 
in the ACC (Nozari & Novick).

The aim of the present article is to show that these three arguments against a comprehension-based 
account of internal self-monitoring are not conclusive. I first describe the comprehension-based and pro-
duction-based accounts in more detail. In the remainder, I focus on monitoring for errors in single word 
production, although the comprehension-based account also addresses the self-monitoring of phrases and 
sentences and aspects like appropriateness and speed (Levelt, 1983, 1989). First, I argue that the activation-
verification account proposed by Levelt et al. (1999) takes care of cross-talk interference between inner and 
overt speech. Second, I make clear that, on the comprehension-based account proposed by Roelofs (2004, 
2005), self-monitoring uses the speech comprehension system but additionally involves a comparison pro-
cess. This process is under executive control, associated with the ACC and other frontal areas. Moreover, the 
comprehension system is directly fed by the production system in self-monitoring but not in comprehend-
ing others. This makes self-monitoring and comprehension of others differently sensitive to damage, which 
may explain the double dissociation in patients with aphasia. Third, I explain why a domain-general ERN 
is compatible with comprehension-based monitoring, challenge the claim that the ERN is independent of 
error awareness, and review empirical evidence against ACC conflict monitoring. I argue instead for a role 
of the ACC in exerting and adjusting executive control. My conclusion is that in the light of the available 
evidence, the comprehension-based theory remains a viable account of internal self-monitoring in speaking.

Comprehension-Based Versus Production-Based Internal Monitoring
Comprehension-based and production-based accounts differ in the proposed mechanism for internal 
monitoring. Evidence for internal monitoring, in addition to external monitoring, comes from a number of 
sources, including the following ones. First, evidence for internal monitoring comes from the speed of speech 
interruption after an error, which may happen with a delay as short as 100–150 ms (Blackmer & Mitton, 
1991). Such delays are too short for error detection via the external loop based on auditory perception. 
Second, there is evidence that speakers may still detect errors when their external loop is blocked by masking 
overt speech through noise. Lackner and Tuller (1979) elicited speech errors with or without masking noise. 
They observed that errors were detected even when overt speech was masked. Error detection was faster 
with than without masking noise. This suggests that with masking noise, errors were detected through inter-
nal monitoring, which led to faster error detection than through external monitoring. Third, error biases 
suggest that speakers internally monitor their speech. Motley, Camden, and Baars (1982) used a procedure 
to elicit errors involving taboo words while measuring the galvanic skin response of speakers. They observed 
that participants made fewer phoneme exchanges when the error would lead to taboo words (e.g., “shit 
head” for “hit shed”) as compared to normal exchanges (e.g., “bad mack” for “mad back”). However, a larger 
galvanic skin response was observed in the taboo condition than in the control condition. This suggests that 
speakers detected the taboo word outcomes through internal monitoring and suppressed the words before 
speech onset. Fourth, there is evidence that error biases are differentially present in inner and overt speech. 
Errors in overt speech show a lexical bias (i.e., errors tend to result in words rather than pseudowords) and 
a phonemic similarity bias (i.e., exchanging phonemes tend to share phonological features). Oppenheim 
and Dell (2008) examined these effects in inner and overt speech using a tongue-twister recitation task. 
They observed that lexical error bias was present in both inner and overt speech, but the phonemic similar-
ity bias was present only in overt speech. This indicates that errors may be detected in inner speech, which 
seems impoverished in terms of phonological features.

Comprehension-based monitoring
According to the comprehension-based account proposed by Levelt (1983, 1989), Levelt et al. (1999), and 
Roelofs (2004), there are two self-monitoring loops, an internal and an external one, both operating via the 
speech comprehension system (see also Indefrey, 2011; Indefrey & Levelt, 2004). Self-monitoring is under 
executive control (e.g., Roelofs & Hagoort, 2002), which is one component of the human attention system, 
associated with the ACC and other frontal areas (e.g., Posner, 2012; see Roelofs & Piai, 2011, for a review of 
the attention demands of spoken word production). Monitoring implies some degree of conscious aware-
ness. As Levelt (1989) put it: “Message construction is controlled processing, and so is monitoring; self-
corrections are hardly ever made without a touch of awareness. The speaker can attend to his own internal 
or overt speech” (p. 21, italics original). The external loop involves listening to self-produced overt speech, 
whereas the internal loop involves monitoring the speech plan by feeding an incrementally generated pho-
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nological word back into the speech comprehension system. A phonological word representation specifies 
the syllables and, for polysyllabic words, the stress pattern across syllables. In Roelofs (2004, 2005), I pro-
posed that errors are detected by comparing representations selected for production with representations 
selected in comprehension.

Figure 1 illustrates the external and internal loops in the WEAVER++ model (Levelt et al., 1999; Roelofs, 
2004, 2005, 2014). Figure 1A shows that the naming of a picture involves conceptually identifying the 
pictured object based on its perceived form (e.g., a cat), retrieving the corresponding lemma, also called 
lexical selection (e.g., the lemma of the word cat), the encoding of the word form (involving morphological, 
phonological, and phonetic encoding), and finally articulation. The figure shows that a phonological word 
representation of the picture name is fed into the speech comprehension system (the internal loop), which 
also processes the overtly articulated picture name (the external loop). The monitor compares selected pro-
duction and comprehension representations (Roelofs, 2004, 2005). Figure 1B shows the lexical network 
assumed by the WEAVER++ model representing the word cat, whereby output phonemes activate input 
phonemes, which underpins the internal monitoring loop.

The WEAVER++ model makes a distinction between declarative (i.e., structured-symbolic associative 
memory) and procedural (i.e., condition-action rule) aspects of spoken word planning. The associative net-
work is accessed by spreading activation while condition-action rules select nodes among the activated 
lexical information depending on the task demands specified in working memory (e.g., to name a picture). 
Activation spreads continuously from level to level, whereby each node sends a proportion of its activation 
to connected nodes. The lexical network illustrated in Figure 1B consists of lexical concepts (e.g., CAT), lem-
mas (e.g., cat), output lexical forms or morphemes (e.g., <cat>), output phonemes (e.g., /k/, /æ/, and /t/), 
and syllable motor programs (e.g., [kæt]). Lemmas specify the syntactic properties of words (not shown in 
Figure 1B), crucial for the production of phrases and sentences. Internal monitoring is enabled by the con-
nections from output to input phonemes, which allow a constructed phonological word representation to 
be processed by the speech comprehension system for monitoring purposes.

The existence of internal and external monitoring loops raises the question of what their relative contribu-
tion is in detecting errors. Hartsuiker, Kolk, and Martensen (2005) presented a probabilistic model that used 
empirical data on error detection to estimate the relative contributions of the two loops. Based on model 
fits, they conclude that more errors are detected by the internal than the external loop, except in case of 
phonological errors, where the contributions of the loops seem to be equal. However, patients with Broca’s 

Figure 1: Illustration of comprehension-based self-monitoring in WEAVER++. (A) In naming a picture, the 
phonological word representation of the picture name is fed into the speech comprehension system (the 
internal loop), which also processes the overtly articulated picture name (the external loop). The monitor 
compares selected production and comprehension representations. (B) Network representing the word 
cat, whereby output phonemes activate input phonemes, which serves the internal monitoring loop.
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aphasia seem to rely on the internal loop only (with covert repairs contributing to their nonfluent speech). 
Hartsuiker et al. argue that the relative contribution of the two loops is determined by selective attention 
(see also Roelofs, 2004). Giving more attention to the internal than the external loop will prevent errors and 
avoids the need to repair the overt errors after they are made.

The comprehension-based account of self-monitoring that I proposed in Roelofs (2004, 2005) falls into 
the general class of feedback-based monitoring models, which includes the DIVA model of Guenther (2016), 
the HSFC model of Hickok (2012), and the model of Kröger, Crawford, Bekolay, and Eliasmith (2016), among 
others. Levelt (1983, 1989) proposed comprehension-based monitoring but did not assume a comparison 
process at all levels. Hickok assumes monitoring at syllable and phoneme levels based on internal and exter-
nal feedback. In my proposal, self-monitoring via the speech comprehension system requires cognitive 
operations to detect discrepancies between selections made in production and comprehension. For example, 
lexical selection errors may be detected by verifying whether the lemma of the recognized word corresponds 
to the lexical concept selected in production. Phoneme selection errors may be detected by verifying whether 
the recognized phonemes correspond to the selected lexical form in production. WEAVER++ implements 
such verification operations by means of condition-action production rules. Note that relevant production 
and comprehension representations are close to each other in the network. Different sets of production 
rules may perform the monitoring operations for the different planning levels. A related account has been 
advanced by Kröger et al., who proposed a biologically inspired model of comprehension-based internal 
monitoring. In their model, about 500,000 spiking neurons implemented structured symbolic representa-
tions and condition-action production rules, which achieved semantic and phonological error detection in 
computer simulations of picture naming.

Production-based monitoring
According to the production-based account of internal monitoring proposed by Nozari et al. (2011), error 
detection is based on the amount of conflict within the speech production system, taken to be assessed 
by the ACC following Yeung et al. (2004). Nozari et al. assume that speakers use conflict as an error signal 
in internal monitoring and that they may use their speech comprehension system to monitor for errors in 
overt speech.

The model of Nozari et al. (2011) holds that in naming a picture, the semantic features corresponding to 
the pictured object become activated (e.g., the features FELINE, MEOWING, and ANIMAL for cat), followed 
by a spread of activation to associated word nodes (e.g., cat) and phoneme nodes (e.g., /k/). After a constant 
number of time steps (i.e., eight), the highest activated word node is selected (e.g., cat) and the amount of 
conflict is determined. Conflict concerns the difference in activation between the two most highly activated 
nodes (e.g., cat and dog). After another constant number of time steps (i.e., eight), the highest activated 
onset, vowel, and coda phonemes are selected (e.g., /k/, /æ/, and /t/) and the amount of conflict is deter-
mined. A small activation difference means high conflict. If conflict at the word or phoneme level exceeds a 
criterion, the conflict monitor assumes a selection error and rejects the overt naming response that is made.

The Cross-Talk Problem
A comprehension-based monitoring account predicts perception-specific effects, like an effect of the 
perceptual uniqueness point of words, in the monitoring of inner speech. The uniqueness point is the 
phoneme at which the word form diverges from all other words in the language, going from the beginning of 
the word to its end. The position of the uniqueness point in words influences the speed of spoken word recog-
nition (e.g., Marslen-Wilson, 1990). Özdemir, Roelofs, and Levelt (2007) conducted a study testing for effects 
of the perceptual uniqueness point using internal phoneme monitoring and overt picture naming tasks. In 
one block of trials, participants were presented with pictured objects and they indicated by pressing a button 
whether the picture name contained a pre-specified target phoneme (e.g., picture of a cat, target phoneme 
/t/). The position of the target phonemes varied relative to the uniqueness point of the picture names. The 
prediction was that internal monitoring latencies should depend on the distance of the phoneme from the 
uniqueness point of the picture name (cf. Marslen-Wilson). Moreover, the linear position of the target pho-
neme within the picture names varied to replicate the results of Wheeldon and Levelt (1995) and Wheeldon 
and Morgan (2002), who observed that phonemes at the beginning of a word are reported faster than medial 
and final phonemes in internal monitoring. In another block of trials, participants were asked to overtly name 
the pictured objects. According to the comprehension-based account, effects of uniqueness point and linear 
position should be present in the latencies of internal phoneme monitoring but not of picture naming. This 
is what Özdemir et al. observed, supporting comprehension-based monitoring of inner speech.
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Nozari et al. (2011) acknowledge that speakers “are capable of monitoring their inner speech when they 
are not speaking aloud” (p. 3). However, they followed Vigliocco and Hartsuiker (2002) in claiming that 
comprehension-based monitoring during overt speech suffers from a cross-talk problem. In discussing 
Levelt et al. (1999), Vigliocco and Hartsuiker stated that in processing inner and overt speech:

“The comprehension system needs to deal with two phonetic codes that represent the same 
message and that are only slightly asynchronous. How can the comprehension system distinguish 
between the two codes, and how does it prevent interference between them? If these two codes 
are processed with a slight delay, why do we not experience the consequences of this delay (e.g., 
“echoes”)” (p. 466).

Nozari et al. argue that “listening to both would be similar to constantly listening to an echo of your voice, 
which would make comprehension difficult.” (p. 3). It should be noted however that, different from what 
Vigliocco and Hartsuiker suggest, comprehension-based monitoring as proposed by Levelt et al. does not 
concern internal monitoring of phonetic codes but of phonological representations, which lack phonetic 
detail. Why then should speakers experience an echo? The echo problem does not seem to apply to the 
theory of Levelt et al. Vigliocco and Hartsuiker emphasize the cross-talk interference aspect: How to distin-
guish between the two codes and how to prevent interference between them?

As a solution to the problem of cross-talk interference between internal and external speech, Vigliocco 
and Hartsuiker (2002) proposed that speakers cannot monitor inner speech during the production of overt 
speech. Similarly, Huettig and Hartsuiker (2010) argued that “speakers can only ‘listen’ to internal speech 
when performing a silent task (like Özdemir et al.’s [2007] phoneme monitoring task), but not when speak-
ing out loud” (p. 350). However, Wheeldon and Levelt (1995) reported an effect of linear position of the 
target phoneme on internal phoneme monitoring latencies that was independent of whether or not par-
ticipants spoke aloud. In particular, using a word translation task, Wheeldon and Levelt asked participants 
to perform internal phoneme monitoring with or without a concurrent articulation task, which consisted 
of overtly counting from one onwards (i.e., the production of something unrelated). Overt production of 
numbers did not affect the pattern of monitoring results. This shows that speakers can deal with concur-
rent internal and external speech, even when they represent different content (here, the translated word 
and numbers). In summary, the uniqueness point effect obtained by Özdemir et al. suggests that inter-
nal phoneme monitoring is accomplished by using the speech comprehension system, and the findings of 
Wheeldon and Levelt suggest that internal phoneme monitoring may be done while speaking aloud. Thus, 
unlike what Nozari et al. (2011), Vigliocco and Hartsuiker, and Huettig and Hartsuiker claim, the empirical 
evidence suggests that speakers are capable of monitoring their inner speech when they are speaking aloud.

Revisiting the evidence from eye movements
To test whether internal monitoring happens in a task involving overt speech production, Huettig and 
Hartsuiker (2010) examined the influence of inner and overt speech on eye movements. Earlier studies have 
shown that when participants hear a word (e.g., beaker) while perceiving a visual display with several writ-
ten words that are spatially separated, they tend to fixate more often on phonologically related words (e.g., 
beaver) than on unrelated words. Huettig and Hartsuiker asked participants to name pictures in displays 
with phonologically related and unrelated written words. They observed that the tendency to fixate more 
on phonologically related than unrelated words occurred after rather than before speech onset in picture 
naming. According to Huettig and Hartsuiker, this provides evidence that speakers do not monitor inner 
speech in an overt production task.

The problem with this conclusion of Huettig and Hartsuiker (2010) is that comprehension-based moni-
toring does not imply that eye movements are driven by inner speech. Elsewhere, I argued that whether 
eye movements are initiated before or after speech onset in picture naming depends on the task demands 
(Roelofs, 2007, 2008). In eye-tracking experiments, participants were presented with pictures displayed on 
the left side of a computer screen and left- or right-pointing arrows simultaneously displayed on the right 
side of the screen. Participants vocally named the picture and shifted their gaze to the arrow to manually 
indicate its direction. The instruction was to give the vocal and manual responses as quickly as possible 
without making mistakes. Different from what Huettig and Hartsuiker observed, the eye movement from 
the picture to the arrow was already initiated before overt speech onset. Note that the words in the displays 
of Huettig and Hartsuiker were not relevant for the task at hand, which was simply to name the picture. 
Thus, for their participants there was no need to fixate any of the words while planning the picture name. 
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In contrast, for the participants in my own experiments it made sense to shift gaze before overt speech 
onset, because this would lead to a faster response to the arrow. Indeed, when early gaze shifts were made 
unnecessary by presenting the arrow a second after picture onset, the gaze shift was initiated after overt 
speech onset, corresponding to what Huettig and Hartsuiker observed. This suggests that in naming pic-
tures, speakers shift their gaze away from the picture after overt speech onset if the task situation allows 
this. Gaze shifts are not determined by the monitoring of inner speech but by task demands, and thus 
provide no evidence on whether inner speech is monitored or not during picture naming.

To conclude, the eye movement data are neutral with respect to the issue of whether or not internal 
monitoring is comprehension-based. The findings of Huettig and Hartsuiker (2010) do not exclude that 
speakers monitor their inner speech in an overt production task. Thus, the question remains how speakers 
solve the cross-talk problem.

Dealing with the cross-talk problem
To deal with cross-talk between speaking and listening, the comprehension-based monitoring model of 
Levelt et al. (1999) and Roelofs (2004, 2005) assumes an activation-verification mechanism, which creates 
processing threads that allow speakers to distinguish between production, internal monitoring, and exter-
nal monitoring streams (cf. Salvucci & Taatgen, 2008, 2011). In planning the name of a picture, a concept 
is selected for a selected percept, a lemma is selected for a selected concept, one or more morphemes are 
selected for a selected lemma, phonemes are selected for the selected morphemes and syllabified to create 
a phonological word representation, and syllable motor programs are selected for the syllables in the pho-
nological word. Thus, selection of nodes from a spreading activation network creates a thread of selected 
nodes representing the planned word. Similarly, feeding the constructed phonological word representation 
into the comprehension system for internal monitoring may yield a thread of selected nodes representing 
the internally perceived word, and hearing self-produced overt speech may yield a thread of selected nodes 
in the comprehension system representing the externally perceived word. If the internally and externally 
perceived words are represented by different processing threads, the comprehension system can distinguish 
between them and prevent interference. Elsewhere (Roelofs, 1997), I showed the utility of an activation-
verification mechanism to account for the latencies of correct picture naming responses while concurrently 
hearing spoken distractor words creating cross-talk interference.

To conclude, empirical evidence suggests that speakers are capable of monitoring their inner speech when 
they are speaking aloud. The fact that eye movements are driven by overt speech under some circumstances 
is neutral with respect to the issue of whether internal monitoring is comprehension-based. Moreover, cross-
talk interference is taken care of by the activation-verification account of Levelt et al. (1999).

A Double Dissociation in Aphasia
An old argument against comprehension-based monitoring is the evidence for a double dissociation 
between comprehension and self-monitoring ability in persons with aphasia (e.g., Nickels & Howard, 1995). 
The argument is that if speech comprehension is poor due to brain damage, then self-monitoring also has to 
be poor because it is done using the impaired speech comprehension system. It should be noted, however, 
that in agreement with the comprehension-based monitoring account, patients with Wernicke’s aphasia 
are reported to be less aware of their language deficits than patients with Broca’s aphasia (e.g., Dronkers & 
Baldo, 2009). This has been attributed to the comprehension deficit in Wernicke’s aphasia, which is assumed 
to be extended to the monitoring of speech production. Different from Wernicke’s aphasia, comprehen-
sion is spared in conduction aphasia. In agreement with comprehension-based monitoring, patients with 
conduction aphasia are aware of their errors and characteristically make multiple attempts to repair them, 
called “conduite d’approche”. However, in contrast to these observations on error awareness in classic apha-
sia types, Nickels and Howard observed that measures of speech comprehension and self-monitoring ability 
were not correlated in a group of persons with aphasia (but see Roelofs, 2005). Nozari et al. (2011) made 
the same observation. These observations challenge a comprehension-based account, according to Nozari 
et al. It should be mentioned that Dean, Della Sala, Beschin, and Cocchini (2017), using different general 
methods (from definitions, through coding, to analysis), did observe a correlation between self-monitoring 
and speech comprehension ability in a group of 48 patients with post-stroke aphasia.

According to the comprehension-based account that I proposed in Roelofs (2004, 2005), self-monitoring 
uses the speech comprehension system but also involves a comparison of comprehension and produc-
tion representations. Consequently, if brain damage spares speech comprehension but impairs the com-
parison process, then poor self-monitoring may occur in the context of good comprehension. For example, 
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Marshall, Robson, Pring, and Chiat (1998) report on a patient with poor self-monitoring but good speech 
comprehension. Therapy improved monitoring by the patient but not his naming, which Marshall et al. 
explained by assuming that “therapy strengthened the semantic representations of the treated items. As a 
result, with these items, he was able to compare his production to primed nodes at the semantic level and 
hence achieve greater error awareness” (p. 104). This suggests that self-monitoring involves abilities that go 
beyond speech production and comprehension per se. Also, if speech comprehension is poor because brain 
damage has impaired perception of the external speech signal while sparing the internal loop, then good 
self-monitoring may occur in the context of poor speech comprehension. For example, Marshall, Rappaport, 
and Garcia-Bunuel (1985) report on a patient with severe auditory agnosia but preserved self-monitoring 
ability. She demonstrated poor performance on identifying human nonlinguistic sounds (e.g., kissing), 
environmental sounds (e.g., typing), animal sounds (e.g., cow mooing), and familiar melodies. However, she 
performed rather well on tasks tapping into inner speech, such as picking out visual stimuli whose names 
rhymed. Thus, good comprehension is neither necessary nor sufficient for good self-monitoring. Double 
dissociation may occur under a comprehension-based monitoring account.

A further complication for the claim that comprehension should predict self-monitoring is that, on the 
comprehension-based account, the comprehension system is directly fed by the production system in 
self-monitoring but not in comprehending others. That is, in comprehending the speech of others, the 
comprehension success depends on how well the patient is able to process the external speech signal, 
which drives processing from acoustic features via phonemes and lexical items to concepts. In contrast, in 
self-monitoring via the speech comprehension system, the concepts, lexical items, and phonemes for pro-
duction directly activate the corresponding representations in the comprehension system (see Figure 1B). 
As a consequence, self-monitoring may be less sensitive than comprehending others to damage of the com-
prehension system. Thus, good self-monitoring may be observed in the context of poor comprehension.

To conclude, the comprehension-based monitoring account that I proposed in Roelofs (2004, 2005) 
assumes that self-monitoring uses the speech comprehension system but also involves a comparison pro-
cess. Moreover, the comprehension system is directly fed by the production system in self-monitoring but 
not in comprehending others. As a consequence, a double dissociation between comprehension and self-
monitoring ability may occur in patients with aphasia, contrary to what Nozari et al. (2011) claim about 
comprehension-based monitoring.

Response rejection by patients
In their model, Nozari et al. (2011) assume that brain damage may reduce the strength of the connections 
between semantic feature and word nodes (i.e., the semantic weights) or between word and phoneme nodes 
(i.e., the phonological weights). Reduced connection strength diminishes the utility of conflict as an index 
of error likelihood. Consequently, patients with low semantic weights will have a low proportion of detected 
semantic errors in picture naming, and patients with low phonological weights will have a low proportion 
of detected phoneme errors, which corresponds to what Nozari et al. empirically observed. Thus, production 
parameters in their model (i.e., connection weights) predict monitoring performance, supporting produc-
tion-based error-monitoring.

However, there is an issue concerning the empirical evidence reported by Nozari et al. (2011). An error 
was taken to be detected if a patient attempted to repair the naming response (e.g., “dog … cat”) or rejected 
the response (e.g., “dog … No”). Yet, it is unclear whether the patients used internal or external monitoring to 
detect an error. The examples given by Nozari et al. suggest that they corrected or rejected the response after 
overtly making an error in their naming response, which suggests that external monitoring was involved. 
However, the conflict-monitoring account of Nozari et al. is about internal monitoring, not about external 
monitoring, for which they assume that the speech comprehension system may be used. In short, Nozari 
et al. stipulate that the patients detected all errors through internal monitoring, but they did not provide 
evidence for that.

To conclude, although several researchers take a double dissociation between comprehension and self-
monitoring ability in aphasia to be evidence against comprehension-based monitoring, good comprehension 
is in fact neither necessary nor sufficient for good self-monitoring under comprehension-based monitor-
ing. Moreover, the production-based conflict monitoring model of Nozari et al. (2011) is about internal 
monitoring, but it is unclear whether the patient data reflect internal or external monitoring. Furthermore, 
whereas the patient data of Nozari et al. show no correlation between self-monitoring and comprehension 
performance, the data of Dean et al. (2017) do show a correlation. Given this empirical state of affairs, strong 
conclusions cannot be drawn.
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Domain-Generality of the ERN and Its Relation to Error Awareness
The ERN is a negative deflection in the event-related brain potential that occurs around the time of error 
response onset in both linguistic and nonlinguistic tasks, indicating that it is domain-general. Much evidence 
suggests that the ERN is generated in the ACC. According to Nozari and Novick (2017), the domain-general-
ity of the ERN challenges comprehension-based monitoring: “It is unlikely that language comprehension is 
used to detect nonlinguistic errors” (p. 404).

However, contrary to what Nozari and Novick (2017) suggest, comprehension-based monitoring does 
not imply that the ERN is generated within the speech comprehension system. According to a prominent 
account of the ERN proposed by Holroyd and Coles (2002), a distinction should be made between a ‘critic’ 
and a ‘controller’, which entails a distinction between a system that does the monitoring and a system that 
actually controls the behavior and implements corrections. Holroyd and Coles assume that in reinforcement 
learning, the basal ganglia have the role of critic and controllers are implemented throughout the brain. 
In their view, the ACC acts as a ‘control filter’ deciding which action is actually performed. If the critic has 
detected an error, a learning signal (assumed to be carried by a reduction in dopaminergic activity) is sent 
to the ACC, where the ERN is generated (assumed to reflect a dopaminergic disinhibition of the apical den-
drites of ACC neurons). The learning signal is used by the ACC to modify performance on the task at hand. 
In this view, the ERN is domain-general but the critic and controllers may be domain-specific. Similarly, in 
comprehension-based monitoring in speaking, the monitor (critic) may compare production and compre-
hension representations (cf. Figure 1), and if an error is detected, send an error signal to the ACC, where 
then an ERN is generated. The error signal is used by the ACC to modify performance of the language pro-
duction system (controller). In this view, the ACC exerts and adjusts control rather than monitors for conflict.

Thus, different from what Nozari and Novick (2017) maintain, the domain-generality of the ERN does not 
imply that, under comprehension-based monitoring, the language comprehension system is used to detect 
nonlinguistic errors. Instead, if during comprehension-based monitoring a linguistic error is detected, this is 
signaled to the ACC, where consequently an ERN is generated. Similarly, in nonlinguistic domains, a monitor 
may use nonlinguistic information to detect an error and signal this to the ACC, where the ERN is generated 
(e.g., Coles, Scheffers, & Holroyd, 2001). Thus, errors in both linguistic and nonlinguistic tasks may yield 
an ERN in the ACC, making the signal domain-general, while the monitors detecting the errors may use 
domain-specific information.

According to Nozari and Novick (2017), the “ERN is independent of conscious awareness of errors, which is 
hard to reconcile with a comprehension-based monitor” (p. 404). However, based on a careful and extensive 
review of the literature on error awareness and the ERN, Wessel (2012) concluded that:

“It is not possible to uphold the statement that the amplitude of the ERN is unrelated to subjective 
awareness. On the contrary: while there are many studies that demonstrate enlarged ERN ampli-
tudes with respect to subjective error awareness with a low enough type-1 error probability to war-
rant rejection of the null-hypothesis …., there are few, if any, studies that have sufficiently low type-2 
error probability to warrant an acceptance of that null hypothesis” (pp. 9–10).

Thus, contrary to what Nozari and Novick maintain, extant evidence suggests that the ERN is related to 
conscious awareness of errors.

To conclude, Nozari and Novick (2017) argued that comprehension-based monitoring is challenged by the 
domain-generality of the ERN and its independence of conscious awareness. However, the domain-gener-
ality of the ERN is compatible with comprehension-based monitoring. Errors in both linguistic and nonlin-
guistic tasks may yield an ERN in the ACC, making the signal domain-general, while the monitors detecting 
the errors use domain-specific information. Moreover, different from what Nozari and Novick suggest, the 
available evidence seems to indicate that the ERN is related to conscious awareness of errors.

Evidence Against Conflict Monitoring by the ACC
Nozari et al. (2011) stated that their account “borrows from studies of forced-choice-response tasks the 
notion that error detection is accomplished by monitoring response conflict” (p. 1), thereby referring to the 
work of Botvinick et al. (2001) and Yeung et al. (2004). Following them, Nozari et al. assume that conflict 
monitoring in speech production is done “most likely” (p. 9) by the ACC, where the ERN arises. Botvinick 
et al. proposed the conflict monitoring account of ACC function based on functional magnetic resonance 
imaging (fMRI) findings obtained with flanker and color-word Stroop tasks. To the extent that ACC conflict 
monitoring is empirically supported, the proposal of Nozari et al. gains credibility. However, several studies 
have provided evidence against conflict monitoring by the ACC.
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In a seminal study by Botvinick and colleagues (discussed by Botvinick et al., 2001), participants were 
presented with left- or right-pointing arrows flanked by two congruent or incongruent arrows on each side 
(e.g., <<<<< or <<><<). They indicated the direction of the central arrow by pressing a left or right but-
ton. Reaction time was longer on incongruent than on congruent trials, called the flanker effect. Moreover, 
the flanker effect was smaller following an incongruent than a congruent trial, called the Gratton effect 
(Gratton, Coles, & Donchin, 1992). According to the conflict monitoring account, the detection of response 
conflict on an incongruent trial leads to a decrease of the attentional width on the next trial (i.e., a greater 
focus on the target arrow), so that the flankers have less influence. As a consequence, the flanker effect in 
reaction times is reduced. Moreover, ACC activity on incongruent trials was less following incongruent trials 
than following congruent trials, which was taken as evidence for ACC conflict monitoring. Later studies by 
Botvinick and colleagues were basically variations on this theme.

A problem with the evidence put forward in favor of the ACC conflict monitoring account is that it 
is unclear whether the change in attentional width underlying the Gratton effect is driven by previous-
incongruent trials (as the conflict monitoring account assumes) or by previous-congruent trials. The latter 
receives support from the original study of Gratton et al. (1992), where in one of the experiments symbolic 
cues were used to indicate whether the upcoming stimulus was congruent with 75%, 50%, or 25% prob-
ability (in the latter case, the cue is 75%-incongruent predicting). Gratton et al. observed that the flanker 
effect in reaction times and ERPs was largest following 75%-congruent predicting cues, whereas the mag-
nitude of the flanker effect did not differ between the 50% and 25% cues. This suggests that the control 
adjustment is driven by expected congruency rather than response conflict. Lamers and Roelofs (2011) 
replicated this finding of Gratton et al. for reaction times using cues in the color-word Stroop task with 
vocal responding. Moreover, they conducted other experiments without cues but with neutral trials in addi-
tion to incongruent and congruent trials. They observed that the flanker effect in reaction times is largest 
on post-congruent trials and does not differ between post-incongruent and post-neutral trials, challenging 
conflict monitoring. This pattern of effects was obtained both for the flanker task and for the Stroop task, 
and both for manual and vocal responding. Shitova (2018) replicated this pattern of effects for word and 
phrase production using a picture-word interference paradigm, also challenging conflict monitoring. Using 
only incongruent and congruent distractor words in picture naming, Freund, Gordon, and Nozari (2016) 
obtained a Gratton effect in reaction times, which they attributed to conflict monitoring. However, the 
findings for incongruent, congruent, and neutral distractors obtained by Shitova indicate that the Gratton 
effect in picture naming is driven by congruent rather than incongruent words. To summarize, the evidence 
from Gratton et al., Lamers and Roelofs, and Shitova suggests that the Gratton effect is driven by expected 
congruency rather than response conflict.

Moreover, in an fMRI experiment, Roelofs, Van Turennout, and Coles (2006) observed that ACC activity 
is larger on incongruent than on neutral trials, but also larger on neutral than on congruent trials, in the 
absence of response conflict (different from what conflict monitoring predicts, see Figure 1 of Botvinick 
et al., 2001). Also, Aarts, Roelofs, and Van Turennout (2008) observed that ACC activity is larger in response 
to incongruent- and congruent-predicting cues than to neutral cues, well before the stimulus is presented 
and response conflict occurs. These findings suggest that the ACC is not monitoring for conflict (otherwise 
activity on neutral and congruent trials should not have differed, and the ACC should not have been active 
in response to congruent-predicting cues). Rather, the evidence suggests that the ACC is involved in exerting 
and adjusting executive control (cf. Holroyd & Coles, 2002; Roelofs, 2003). Roelofs et al. and Lamers and 
Roelofs presented the results of computer simulations using the WEAVER++ model showing the utility of 
such an executive control account of ACC function (see also Roelofs & Hagoort, 2002).

The ACC conflict monitoring account has also been applied to N2 and ERN effects in electrophysiologi-
cal studies with flanker tasks by Yeung et al. (2004). They claim that the detection of conflict by the ACC is 
reflected in the N2 during the planning of a response and in the ERN after response onset. However, Burle, 
Roger, Allain, Vidal, and Hasbroucq (2008) observed that the ERN and the amount of conflict in manual 
EMG are inversely related. Similarly, Zheng, Roelofs, Farquhar, and Lemhöfer (2018) observed an inverse rela-
tion between the amount of conflict and the ERN in bilingual picture naming. Also, Shao, Roelofs, Acheson, 
and Meyer (2014) observed that in picture naming, the magnitude of N2 and reaction time effects are 
inversely related. These findings concerning the N2 and ERN are exactly opposite to what the ACC conflict 
monitoring account would predict.

To conclude, following proponents of the conflict monitoring account (Botvinick et al., 2001; Yeung et al., 
2004), Nozari et al. (2011) assume that conflict monitoring in speech production is (“most likely”) done by 
the ACC. However, evidence against ACC conflict monitoring has been accumulating, both in nonlinguistic 
and linguistic domains.
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In an fMRI study, Gauvin, De Baene, Brass, and Hartsuiker (2016) had participants produce tongue twist-
ers or listen to tongue twisters spoken by someone else. In the production condition, the participants 
heard white noise to prevent the perception of their overt speech, so that internal monitoring was tested. 
After production or perception, the participants had to indicate by button press whether the produced or 
heard tongue twister contained an error. Gauvin et al. observed that errors in the production and perception 
conditions activated the ACC and other frontal areas. Superior temporal cortex, which is generally taken to 
underlie speech perception, was generally more active in the perception than in the production condition, 
and showed a complicated pattern of activations and de-activations in response to errors. According to 
Gauvin et al., these findings provide evidence in favor of production-based conflict monitoring and against 
comprehension-based monitoring.

However, as indicated earlier, according to the comprehension-based account that I proposed in 
Roelofs (2004, 2005), self-monitoring uses the speech comprehension system but also involves a com-
parison process, which is under executive control. The activation of the ACC and other frontal areas is 
expected if executive control is involved and the ACC receives error signals (e.g., Piai, Roelofs, Acheson, 
& Takashima, 2013; Piai, Roelofs, Jensen, Schoffelen, & Bonnefond, 2014; Roelofs, 2003, 2014; Roelofs 
& Hagoort, 2002). The tongue twisters were designed to be difficult to phonologically encode and pro-
nounce properly, so monitoring will concern form rather than meaning, engaging superior temporal 
cortex (e.g., Indefrey, 2011; Indefrey & Levelt, 2004; Indefrey & Cutler, 2004). Moreover, given that the 
perception system is activated differently in production than in listening to others, direct comparison of 
activity between production and perception conditions in superior temporal cortex is expected to yield 
a complex pattern of results, especially if error-related activity is examined. This corresponds to what 
Gauvin et al. (2016) observed.

To conclude, errors in production and perception activate the ACC and other frontal areas as well as supe-
rior temporal cortex, albeit in a complicated way. These findings are compatible with comprehension-based 
monitoring, different from what Gauvin et al. (2016) claim.

Summary and Conclusions
I addressed three main arguments of Nozari and colleagues (2011; Nozari & Novick, 2017) against a 
comprehension-based account of internal monitoring in speech production. The arguments concern (1) 
the theoretical question of how to distinguish between inner and overt speech and how to prevent cross-
talk interference between them, (2) a double dissociation between comprehension and self-monitoring 
ability in patients with aphasia, and (3) an ERN in the event-related brain potential that is domain-
general, supposedly independent of conscious awareness of errors, and arising in the ACC. I showed 
that the cross-talk problem is dealt with by the activation-verification account proposed by Levelt et al. 
(1999). Moreover, I made clear that, on the comprehension-based account proposed in Roelofs (2004), 
self-monitoring uses the speech comprehension system but also involves a comparison process, which 
may be differently impaired. Moreover, the comprehension system is directly fed by the production sys-
tem in self-monitoring but not in comprehending others. This makes self-monitoring and comprehend-
ing others differently sensitive to brain damage, which may explain the double dissociation between 
comprehension and self-monitoring ability in patients with aphasia. Finally, I explained why a domain-
general ERN is compatible with comprehension-based monitoring, indicated that the ERN is related to 
error awareness, and discussed evidence against the claim that the ACC monitors for conflict. To con-
clude, in the light of the available evidence, the comprehension-based theory remains a viable account 
of self-monitoring in speaking.
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