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In 1941, Mary Preston published “Children’s Reactions 
to Movie Horrors and Radio Crime” in The Journal of 
Pediatrics. The American pediatrician had studied hun-
dreds of 6- to 16-year-old children and concluded that 
more than half were severely addicted to radio and 
movie crime dramas, having given themselves “over to 
a habit-forming practice very difficult to overcome, no 
matter how the aftereffects are dreaded” (pp. 147–148). 
Most strikingly, Preston observed that many children 
consumed these dramas “much as a chronic alcoholic 
does drink” (p. 167). Preston therefore voiced severe 
concerns about the children’s health and future out-
comes: Children who consumed more radio crime or 
movie dramas were more nervous and fearful and suf-
fered from worse general health and more disturbed 
eating and sleep.

To truly understand these claims, one needs to con-
sider Preston’s work in the context of her time. The 
decade preceding her work saw both broad social and 
technological changes; the explosive growth in popu-
larity of the household radio during this period, how-
ever, is especially striking. In 1922, 6,000 radios were 
owned by the American public; this number grew to 
1.5 million by 1923, 17 million by 1932, and 44 million 

by 1940 (Dennis, 1998). In 1936, about nine in 10 New 
York households owned a household radio, and chil-
dren in these homes spent between 1 and 3 hr a day 
listening to these devices (Dennis, 1998). This rapid 
rise in popularity sparked concerns not limited to Mary 
Preston’s article. A New York Times piece considered 
whether listening to the radio too much would harm 
children and lead to illnesses because the body needed 
“repose” and could not “be kept up at the jazz rate 
forever” (Ferrari, as cited in Dennis, 1998). Concerns 
voiced by the Director of the Child Study Association 
of America noted how radio was worse than any media 
that came before because “no locks will keep this 
intruder out, nor can parents shift their children away 
from it” (Gruenberg, 1935). This view was mirrored in 
a parenting magazine published at the time:

Here is a device, whose voice is everywhere. . . . We 
may question the quality of its offering for our 
children, we may approve or deplore its entertainments 
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and enchantments; but we are powerless to shut it 
out . . . it comes into our very homes and captures 
our children before our very eyes. (Frank, as cited in 
Dennis, 1998)

In recent decades, concerns about the effects of radio 
on young people have practically disappeared—but 
societal concerns about emergent technologies have 
definitely not done so.

Given the option, many parents of today would 
enthusiastically welcome the consumption of radio dra-
mas, especially if they would take the place of their 
children playing around on their phones or chatting to 
friends on social media. Just as was the case with the 
radio, academic publications and other reports now 
routinely liken these new digital pursuits to drug use 
(Royal Society of Public Health, 2017; see commentary, 
Przybylski & Orben, 2017). They once again raise the 
specter of vast proportions of the adolescent population 
becoming addicted to a new technology (Murali & 
George, 2007) and that this will have diverse and far-
reaching negative consequences (Greenfield, 2014; see 
commentary, Bell, Bishop, & Przybylski, 2015). Although 
previous parents’ fears of radio addiction might seem 
amusing now, contemporary concerns about smart-
phones, online games, and social media are shaping 
and influencing policy around the world (Choi, Cho, 
Lee, Kim, & Park, 2018; Davies, Atherton, Calderwood, 
& McBride, 2019; Department for Digital, Culture, Media 
and Sport & Secretary of State for the Home Department, 
2019; House of Commons Science and Technology 
Select Committee, 2019; Viner, Davie, & Firth, 2019; 
Wait Until 8th, 2018). These technology panics—times 
in which the general population is gripped by intense 
worry and concern about a certain technology—are 
influential and reoccurring. Current worries about new 
technologies are surprisingly similar to concerns about 
technologies that have preoccupied parents and poli-
cymakers in the past but are met with amusement today.

The similarity between concerns about the radio and 
social media provides a striking reminder that in every 
decade, new technologies enter human lives and that 
in their wake there will arrive widespread concerns 
about their effects on the most vulnerable in society. 
Technological advances and the concerns they engen-
der form part of a constant cycle. Nearly identical ques-
tions are raised about any new technology that reaches 
the spotlight of scientific and public attention. These 
are then addressed by scientists, public commentators, 
and policymakers until a newer form of technology 
inspires the cycle of concern to restart. Understanding 
how these different spheres of academia, policy, and 
the public interplay is crucial to understanding how the 
reaction to new technologies might be improved.

In this article, I argue that people’s reactions to new 
technologies, and researchers’ approaches to studying 
them, are best understood through the lens of a com-
prehensive framework I have named the Sisyphean 
cycle of technology panics. The framework highlights 
the diverse actors that interact to cause technology 
panics to develop in repeated and almost identical 
cycles and outlines the consequences this has for aca-
demic and policy progress. In this article, I first examine 
technology panics of the past century and then move 
on to discuss why technology panics routinely evoke 
concern. I then discuss the role of politics and academia 
in addressing and magnifying these widespread wor-
ries, critically reflecting on the positive and negative 
influence of the psychological sciences. Finally, I look 
ahead and touch on what can be done by researchers 
to ameliorate or address the negative effects of this 
cycle of technological panics in the face of an increas-
ingly accelerating technological revolution.

The Rise of Modern Technology Panics

The waxing and waning of concern about new tech-
nologies, driven by the want to comprehend and 
explain their influence on society, is an age-old com-
ponent of societal debate. Especially those concerns 
focused on the youngest generations have been present 
for centuries. In Ancient Greece, philosophers opined 
about the damage writing might do to society and noted 
youths’ increasing lack of respect (Blakemore, 2019; 
Wartella & Reeves, 1985). Novels became increasingly 
popular in the 18th century, and soon there were con-
cerns about reading addiction and reading mania being 
associated with excessive risk-taking and immoral 
behavior (Furedi, 2015). I have already described simi-
lar fears about radio addiction in the 1940s. Concerns 
about new technologies and young people are there-
fore very common and have a cyclical nature, some-
thing that has been noted for decades. I am not the first 
to observe such a pattern: In 1935, Gruenberg wrote,

Looking backward, radio appears as but the latest 
of cultural emergents to invade the putative privacy 
of the home. Each such invasion finds the parents 
unprepared, frightened, resentful, and helpless. 
Within comparatively short member, the “movie,” 
the automobile, the telephone, the sensational 
newspaper or magazine, the “funnies,” and the 
cheap paper-back book have had similar effects 
upon the apprehensions and solicitudes of parents.

Although technology panics have existed for centu-
ries, some researchers have highlighted the 19th and 
20th centuries as the beginning of a new era for 
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technology panics (Wartella & Robb, 2008): an era in 
which concerns are magnified and academic impact is 
heightened. The modern expansion of technological 
concerns was driven by a variety of trends (Wartella & 
Robb, 2008). First, the idea that adolescence is a distinct 
part of childhood emerged between the 18th and 19th 
centuries, and state involvement and general concern 
about this age group increased (France, 2007). Concerns 
specifically about adolescent and child leisure time 
began to appear in the 19th and 20th centuries (France, 
2007). Leisure time was not previously available to a 
large proportion of the population but started becoming 
more common in society. It therefore began to be con-
sidered as a distinct entity in children’s days that could 
affect their health and well-being (Wartella & Robb, 
2008). In addition, media time was increasingly a sub-
stantial part of children’s lives. In 1934, children reported 
about 10 hr a week using media; 50 years later, children 
spent 14 hr and 40 min a week watching television alone 
(Wartella & Robb, 2008). This has now increased further; 
British children spend 20.5 hr a week online (Ofcom, 
2019). In America, nearly half of teenagers report they 
are now online “almost constantly” through their use of 
many different devices (M. Anderson & Jiang, 2018). A 
burgeoning interest in adolescence as a separate life 
stage, an understanding of leisure time as important for 
health outcomes, and increasing amounts of time spent 
on media therefore provided a more nourishing basis 
for the cycles of panics about technologies to take root.

Another important aspect that changed the nature of 
technology panics at the turn of the 20th century was 
the inclusion of science and scientists as actors trying 
to address societal concerns. Scientists increasingly stud-
ied children, mirroring the rising interest by policymak-
ers to understand and address children and their needs. 
Academic fields such as communication science devel-
oped in the United States in the early to mid-1900s 
focused specifically on new media and mediums for 
communication, information, and entertainment. This 
further increased the amount of research done in the 
area and the amount of public discussion informed by 
research outputs (Neuman & Guggenheim, 2011). Previ-
ously, scientific commentators played a small role in the 
technology panics about radio or comic books (Preston, 
1941; Wertham, 1954) because most of the debate was 
held outside of scientific arenas. Yet in the modern era 
of technological panics, conversation became increas-
ingly influenced by scientific findings derived from stud-
ies of leisure time and child health. This surge in 
importance of scientific evidence induced a massive 
shift, and academic research about new technologies 
such as social media began taking up a significant pro-
portion of space in psychology’s top journals and aca-
demic conferences.

It is often assumed that this increasing influence of 
academic research and expanded role of researchers in 
technology panics will help steer and improve debate, 
but such a process is often marred by prominent short-
comings. These barriers are highlighted in the examina-
tion of the interplay of politicians, researchers, and 
parents during the panic about television’s effects in 
the mid-20th century (Dennis, 1998). Television was a 
key point of concern at a time in which relatively high 
levels of violence in adolescence were considered a 
problem in the United States. A contemporaneous rise 
in the amount of time young people spent watching 
television therefore became of such political interest 
that a U.S. Media Task Force was set up to examine the 
scientific evidence behind these effects. The Task Force 
concluded that television violence was “one major con-
tributory factor which must be considered in attempts 
to explain the many forms of violent behavior that mark 
American society today” (Lowery & DeFleur, 1988, 
p. 309). Yet high-quality evidence was lacking in this 
decision-making process because important studies had 
previously shown that television did not increase 
aggression levels and that children’s lives were not 
dominated by the home TV (Himmelweit, Oppenheim, 
& Vince, 1961). During times of panic, however, this 
evidence did little to alleviate the worries of critics and 
the pressure to implement policy change. An editorial 
in Pediatrics, for example, noted that professionals 
need to “avoid the intellectual trap of minimizing the 
importance of television’s effect on child and adoles-
cent behaviour simply because the literature does not 
contain straightforward, statistically validated research” 
(Strasburger, 1989, p. 446). Thus, policy and public had 
started interacting to make a volatile mix that enlists 
academic scientists to collect scientific evidence on the 
effects of technologies yet selectively engages with the 
evidence that such efforts provide.

The trend of increasing scientific work done on tech-
nology panics did not stop at the concerns about televi-
sion; the quantity of science done to inform technology 
panics is still increasing. This development is unsurpris-
ing given that scientists are operating in an increasingly 
industrialized scientific space in which they are expected 
to solve practical problems in society (Ravetz, 1971). In 
other words, it is now an expectation that science can 
provide answers to those issues that are most prominent 
in the public or political eye (Sanbonmatsu & Johnston, 
2019; Wartella & Reeves, 1985). There are also fewer 
areas of life in which previously inherited common-
sense wisdom is valued more than the evidence pro-
vided by so-called scientific experts, and the assumption 
is growing “that every problem, personal and social as 
well as natural and technical, should be amenable to 
solution by the application of the appropriate science” 
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(Ravetz, 1971, p. 12). This shift can be seen as a posi-
tive, promoting increased scientific evidence in diverse 
areas of life. However, it can also be seen as a negative 
influence, detracting attention from population intuition 
and putting increased pressure on a slow scientific 
process to provide simple and rapid answers to very 
complex problems.

This shift alters the stakeholders central to technol-
ogy panics. For better or for worse, psychology—the 
science most closely related to child development and 
parenting—now plays an integral role in the Sisyphean 
cycle of technology panics. In Greek mythology, Sisy-
phus was condemned by the gods to roll a boulder up 
a steep hill in the underworld for eternity: Every time 
he reaches the top, the rock rolls back down to the 
bottom, forcing him to start the cycle all over again. 
Likewise, psychological research on technology effects 
is in an intricate cycle of addressing societal worries 
about technologies. With every new technology treated 
as completely separate from any technology that came 
before (Wartella & Reeves, 1985), psychological 
researchers routinely address the same questions; they 
roll their boulder up the hill, investing effort, time, and 
money to understand their technology’s implications, 
only for it to roll down again when a novel technology 
is introduced. Psychology is trapped in this cycle 
because the fabric of moral panics has become inher-
ently interwoven with the needs of politics, society, and 
our own scientific discipline (Grimes, Anderson, & 
Bergen, 2008). I outline the nature of this involvement 
at different stages of the Sisyphean cycle of technology 
panics below (see also Fig. 1).

1. Panic creation

Technology panics are a recurring feature of the societal 
landscape, especially when examining technology use 
and children, yet what drives the creation of these pan-
ics in the first place? Although the accumulation of 
societal concern is a complex process, there are certain 
drivers and reactions to technologies that do much to 
promote technology panics. In this article, I focus on 
technological determinism, which plays a crucial role 
in initial reactions to new technologies, and moral pan-
ics, a framework that establishes how societal panics 
can emerge and develop.

Technological determinism.  The predominant approach 
to technological innovations has been technological 
determinism, the idea (a) that the technologies used by a 
society form basic and fundamental conditions that affect 
all areas of existence and (b) that when such technolo-
gies are innovated, these developments are the single 
most important driver of changes in said society (Leonardi, 
2012). Technology is therefore seen as a foundation for 
and agent of change, whereas society itself is assumed to 
have little power to influence the technologies them-
selves. In other words, although technology is seen as a 
powerful driver of changes, the population feels it can do 
little to control or steer it. This view is common through-
out the public and in policy circles: A study found that 
53% of policymakers agreed that technology is an auton-
omous force that cannot be stopped (Hamelink, 1998).

When a technology is first developed, marketed, and 
introduced, it is often either construed as good or bad 
for society (Wartella & Robb, 2008). When the Internet 
increased in popularity, for example, many analyses 
either adopted stark utopian or dystopian points of 
view (Livingstone, Mascheroni, & Staksrud, 2018; 
Wellman, 2004). On the positive side, the technology 
was often construed as providing informative and edu-
cational content to children, leveling the social playing 
field, or providing better access to information. Yet 
there were also concerns about access to inappropriate 
content, promotion of violence, or child exploitation 
(Wartella & Jennings, 2000). Extreme utopian and dys-
topian views that vary in valence but not degree are 
common because they rest on the deterministic assump-
tion “that technologies possess intrinsic powers that 
affect all people in all situations the same way” (Boyd, 
2014, p. 15).

As observed earlier, most technological concerns are 
centered around leisure time and the assumption that 
the kind of leisure time engaged with predicts the 
health and development of a child. As new technologies 
start taking up increasing amounts of children’s time, 
whether they be radio, comics, or television, they there-
fore become an increasingly salient pursuit that can be 

 New
Technology

1 Panic Creation

2
Political Outsourcing

No Progress; New Panic 4

Wheel Reinvention 3

Fig. 1.  The Sisyphean cycle of technology panics. The four stages of 
the Sisyphean cycle of technology panics: In Stage 1 (panic creation), 
psychological and sociological factors lead to a society becoming 
worried about a new technology. In Stage 2 (political outsourcing), 
politicians encourage or utilize technology panics for political gain 
but outsource the search for solutions to science. In Stage 3 (wheel 
reinvention), scientists start working on a new technology but lack 
the theoretical and methodological frameworks to efficiently guide 
their work. In Stage 4 (no progress; new panic), scientific progress is 
too slow to guide effective technology policy and the cycle restarts 
because a new technology gains popularity and garners public, pol-
icy, and academic attention. 
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taken to define a generation and be a crucial point of 
concern for parents and policymakers (Wartella & 
Reeves, 1985; Wartella & Robb, 2008). When more of 
the population starts to use a technology, widespread 
concerns start to appear.

Furthermore, technological developments are rapidly 
linked to ongoing and complicated societal changes 
(Grimes et al., 2008, p. 50), an example of which is the 
current concern that social media is causing observed 
decreases in teenage mental health (Twenge, 2018). 
This further accelerates and emphasizes concerns. The 
underlying causationist arguments are powerful because 
they are difficult to deny; critics of certain technology 
panics are routinely told that society will truly under-
stand the impact of a certain technology only when a 
longer time frame is available to be examined (Leonardi, 
2012). During the panic about television, for example, 
critics of the technology would routinely undermine 
the building scientific evidence that TV effects depend 
on the content viewed and are overall very variable 
(Strasburger, 1989). Technological determinism is there-
fore a widespread assumption that allows panics to 
arise quickly by linking technological developments to 
current societal changes that concern the population.

Moral panics.  Flurries of public concern have histori-
cally been conceptualized as moral panics (Cohen, 1972). 
Moral panics are rapid increases in concern that occur 
regularly throughout public life. A person, group, thing, 
event, or other entity is perceived as challenging societal 
values and norms. This causes introspective “soul search-
ing” in the population and moral condemnation (Garland, 
2008). The moral panic, represented in stylized and ste-
reotypical ways, progressively becomes defined as a 
severe threat (Cohen, 1972, p. 28). Powerful societal 
actors such as editors, policymakers, religious leaders, 
and people occupying positions of respect speak out 
about the problem and what they think could be a solu-
tion. The moral panic then stays in the public mind until 
it “disappears, submerges or deteriorates” (Cohen, 1972, 
p. 28). Cohen (1972) stressed that moral panics are there-
fore diverse, triggered by a wide variety of things, and 
that they can end up lasting a short or long time.

Moral panics are most often focused on “The Other”: 
a group that does not constitute the main powerholders 
of society (e.g., children, immigrants, or women). There 
are concerns that these groups might become insane 
or aggressive or be otherwise harmed. The social critics, 
journalists, and researchers are therefore often “interest-
ingly immune” (Grimes et  al., 2008, p. 51) when it 
comes to the negative effects of the panic at hand. The 
moral panics about technologies are consistently rein-
carnated when a new technology or development ini-
tially gains popularity across society (Wartella & Reeves, 
1985). The moral panic approach does not, however, 

completely represent the diverse stakeholders that are 
driving the here-described Sisyphean cycle of technol-
ogy panics. Although the idea of moral panics is a key 
component in understanding why people can become 
so concerned about new technologies, it does not 
explain the whole ecosystem that is driving the repeated 
reincarnation of concerns about new technologies. I 
further describe this ecosystem in the stages of the 
Sisyphean cycle of technology panics.

2. Political outsourcing to science

Although people often assume science to be devoid of 
political influence or bias, science and politics are 
inherently linked. Indeed, certain political benefits 
accrue directly from societal panics about technologies 
(Garland, 2008). Politicians routinely embrace them as 
an opportunity to demonstrate their willingness to 
stand up to emerging technology companies and their 
deep concern for children and other vulnerable popula-
tions (Grimes et al., 2008). In 1954, for example, Senator 
Estes Kefauver headed a U.S. House subcommittee 
investigation into the original Superman series, making 
a name for himself and ultimately running for president 
(Grimes et al., 2008). Although his involvement in the 
media investigation was just one of many attributes that 
allowed him to run for presidency, it is hard to deny 
the opportunity that technology panics have granted 
such politicians. Intervening in ongoing technological 
panics gives politicians the “headline potential of being 
opposed to violence, a champion of children, and 
tough on a regulated industry” (Ramey, 1994). This can 
be seen in current UK politics; the Secretary of State 
for Health and Social Care Matt Hancock is touting 
screen time limits for teenagers and talks regularly 
about standing up to social media companies (Varghese, 
2018). Although this stance routinely makes positive 
splashes in the press, relatively little has been achieved. 
Because profiling by itself can help bolster political 
success, however, politicians need to be considered 
when examining what drives technology panics.

Some people argue that technological panics are not 
just helpful for politicians wanting to enhance their 
public image but also that they allow them to “deflect 
social reform from the much more difficult issues of 
racial justice, economic opportunity and educational 
quality” ( J. A. Anderson, 2008, p. 1275). Technology 
panics therefore provide a welcome vehicle for steering 
public attention away from intractable and uncomfort-
able issues such as structural inequality or health care 
cuts.

We have seen how television was blamed for uptakes 
in adolescent aggression. A couple of years earlier, 
comic books were a similar political scapegoat for 
aggressive and antisocial behavior. In 1954, the 
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psychiatrist Fredric Wertham wrote that a comic book’s 
“chronic stimulation, temptation and seduction . . . are 
contributing factors to many children’s maladjustments” 
(p. 10). Society and politicians were receptive to this 
hypothesis about how comic books were the cause of 
recent rises in juvenile delinquency, even though such 
a trend could have also been explained by other soci-
etal or cultural issues. Yet such underlying causes 
would have been much more difficult to address. In a 
New York Times article, the sociologist C. Wright Mills 
(1954) lauded Wertham’s book as “a most commendable 
use of the professional mind in the service of the pub-
lic” (for criticism of Wertham’s research methods, see 
Tilley, 2012). In the end, Wertham’s work was instru-
mental to the passing of restrictive comic book legisla-
tion that was hoped to decrease adolescent aggression 
(Tilley, 2012). Although politicians used Wertham’s the-
sis to limit comic book contents, adolescent aggression 
did not cease being a major problem. It is still a prob-
lem today. In recent years, however, this problem has 
been blamed not on comic books but on YouTube 
videos, video games, and aggressive music lyrics. Politi-
cal intervention in moral panics by blaming new media 
for certain problems in society is therefore still a wel-
come tool to evade discussion about contemptuous or 
difficult political issues.

Although it is in the political interest to be seen to 
address technology panics, it has now become common 
to outsource the process of finding potential solutions 
to scientific research. In the past few decades, politics 
and parenting have increasingly turned to science as a 
guide for addressing difficult questions. Society now 
treats “scientists as experts, whose opinions are regu-
larly sought on matters of importance and for most part 
accepted without question” (Okasha, 2002, p. 121). This 
gives science a place in society whereby its specialized 
knowledge is used to calm fears and concerns in the 
general population, providing “comfort and reassurance 
in the face of the crucial uncertainties of the world” 
(Ravetz, 1971, p. 386; see also Okasha, 2002). Said dif-
ferently, an arising societal concern is therefore not just 
a political event but also a challenge to the relevant 
science (Ravetz, 1971). Outsourcing the technological 
panic to science by funding, commissioning, and refer-
encing research therefore allows politicians and policy-
makers to calm and reassure the population, potentially 
putting the onus on academics to provide a sense of 
security through the production of tailored research.

On the one hand, such political outsourcing raises 
the profile of psychological science: Researching a tech-
nology implicated in a panic promises funding, pres-
tige, and other outcomes aligned with current scientific 
incentives. In the industrialized age of science, in which 
researchers work in more precarious positions and 
need to find research funding to support their 

existence, policy’s decision to fund science addressing 
the technological panic at hand promotes work in the 
area (Ravetz, 1971; Rubenstein, 1982). Furthermore, 
there is an attraction to investigating something society 
is inherently interested in, with the hope of ultimately 
helping vulnerable populations.

Psychologists therefore adopt the relatively novel 
position of providing the public with research into a 
societal concern, rooting their work in the solution of 
such a practical issue. Some argue that this causes cer-
tain problems insofar as it fosters dependence: Such a 
science must, independent of evidence, project and 
uphold an aura of crisis to legitimate that science is 
necessary to cure the problem at hand (Grimes et al., 
2008). An in-depth consideration of this argument is 
out of the scope of this article, but I highlight further 
problems arising from the outsourcing of technological 
panics to science below. However, by providing 
resources, attention, and prestige, technology panics 
cater to both the needs of politicians and the psycho-
logical discipline. This builds a further dependency into 
the already existing network of dependence between 
the public, policy, and academia in the face of techno-
logical concerns.

3. Wheel reinvention

Although researching technologies has many positive 
consequences for researchers, there are also pro-
nounced negatives when science becomes the provider 
of evidence to technological concerns. In particular, 
researchers have noted the distinct similarity of research 
conducted to address different technological panics 
over time (Wartella & Reeves, 1985). Nearly identical 
questions about addiction to emergent technologies 
have been raised for radio (Preston, 1941), comic books 
(Wertham, 1954), television (Lowery & DeFleur, 1988), 
video games (Bushman & Anderson, 2002), and social 
media (Twenge, 2018). Likewise, questions about social 
connection, violence, sex, and empathy are routinely 
found when reading psychological commentary on a 
range of new technologies (Greenfield, 2014; Wartella 
& Reeves, 1985). In none of these cases does evidence 
ameliorate society’s concerns; rather, the focus of con-
cerns shifts to a new technology as society simply 
moves on. It is therefore routinely overlooked that each 
novel technology shares more similarities than differ-
ences with its predecessors—even though it might look 
completely new at first glance (Seagoe, 1951).

Lack of theory.  This reinventing of the research wheel 
might be a symptom of an area built on the existence of a 
practical problem rather than the existence of a universally 
accepted theoretical underpinning or research thread. 
Without an underlying paradigm or reliable conceptual 
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frame to guide research, each researcher is “forced to build 
his field anew from its foundations” (Kuhn, 1962, p. 13). 
Many, if not all (Lang, 2013), researchers agree therefore 
that the psychological discipline examining technological 
panics is in a Kuhnian preparadigmatic period of science 
(Kuhn, 1962; Potter, Cooper, & Dupagne, 1993). This idea 
is supported by metascientific work that has noted that 
research on media effects uses very little theory (Kamhawi 
& Weaver, 2003; Riffe & Freitag, 1997).

But are there theories that could at least be used to 
provide an initial basis for technology research? Although 
there are some common ideas about technologies, such 
as the displacement hypothesis (Dienlin, Masur, & 
Trepte, 2018; Ellul, 1980; Przybylski & Weinstein, 2017), 
these approaches are commonly used to explain find-
ings without having a more influential role in shaping 
or progressing the research field. A welcome exception 
is the work on technological affordances, which allows 
for insights to be translated between different types of 
technologies by examining the activities that they allow 
users to perform (Evans, Pearce, Vitak, & Treem, 2017). 
Such an approach is promising because technologies 
are ever-evolving, and it is therefore not very useful to 
study separate technologies as separate entities or rede-
sign theory for each new development (Ellul, 1980).

But such an approach is extremely difficult. The 
philosopher Ellul (1980) noted that an integrative study 
of technologies would be very complex because tech-
nologies form a complicated network. Other research-
ers agree that although people are very proficient at 
developing technological changes, it is a lot more dif-
ficult to determine whether these changes might influ-
ence our complex social system: “It is this huge disparity 
between our technical competence and our understand-
ing of how the fruits of this competence affect human 
society which has given rise to the widespread hostility 
to technology” (Collingridge, 1980, p. 15). Possibly 
because of this difficulty, integrative approaches to tech-
nologies are not the norm, especially in research that 
examines novel technologies. It is still the case that once 
a new technology is studied, previous understanding 
developed by studying an older technology often ceases 
to be considered because it was not integrated into a 
more overarching theory. The research field therefore 
seemingly restarts, and research questions are recycled.

Similar progression.  Without theory to guide prog-
ress, research investigating a new technology often 
answers the same basic questions previous researchers 
had already addressed when examining previous tech-
nologies. Wartella and Reeves (1985) argued that research-
ers often go through the same progression of research 
questions when researching a novel technology (Pecora, 
2006; Wartella & Reeves, 1985). Such a realization is not 

new; even in 1951, researchers were complaining that for 
each new technological concern, “we seem to go through 
the same stages” (Seagoe, 1951; for critique, see Meadowcroft 
& McDonald, 1986).

It is remarkable that research conducted in response 
to different technological panics proceeds along paral-
lel courses while at the same time lacking an overarch-
ing theoretical paradigm. In retrospect, this similarity 
has been explained in terms of researchers’ consistent 
adherence to a shared set of basic structures of psy-
chological thinking and argumentation (Grimes et al., 
2008). When initially researching a new technology, 
both the new technology itself and its audience are 
often broadly defined: Researchers treat the technology 
as a unitary entity (e.g., smartphones) and consider it 
in terms of a general audience (e.g., all children). They 
try to link the technology to the outcome that is causing 
concern (e.g., violence or depression). This generaliza-
tion directs the early literature toward a causationist 
standpoint. This view assumes that all members of the 
audience considered are affected by the new technol-
ogy in the same way and that this technology is suffi-
cient to cause long-term change (Grimes et al., 2008). 
This causationist standpoint has had many incarnations 
and follows a consistent pattern over the past century: 
Listening to the radio causes anxiety (Preston, 1941), 
reading comic books causes childhood maladjustment 
(Wertham, 1954), video games cause aggression (Bush-
man & Anderson, 2002), and smartphones and social 
media cause depression (Twenge, 2018; Twenge, Joiner, 
Rogers, & Martin, 2017).

The argument, however, is difficult to uphold because 
its framing requires accepting tenuous assumptions 
such as that children react in exactly the same way to 
a certain stimulus (Grimes et  al., 2008; Himmelweit 
et al., 1961). Furthermore, the causationist standpoint 
assumes that the technology of interest has a substan-
tive influence on the outcome of interest that is practi-
cally significant and on equal footing to other aspects 
of a child’s life (Grimes et al., 2008). These kinds of 
assumptions are seldom directly tested and are them-
selves difficult to comport with widespread scientific 
evidence that has established how common individual 
differences in the environment can substantially change 
a person’s cognitive structures and reaction to stimuli 
(DiPietro, 2000; Kolb & Gibb, 2011).

A natural progression for research in this area is 
therefore to move away from the causationist stand-
point and instead examine more specific audience 
types. Subgroup analysis, segmentation, and modera-
tion analysis provide useful alternative pathways for 
inquiry. A report by Herzog published in 1941 (as cited 
in Wartella & Reeves, 1985), for example, considered 
how age determines whether children are affected by 
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radio. The 1933 Payne Fund studies set to investigate 
the extent to which effects of films depended on gen-
der, age, past experience, and predispositions (Wartella 
& Reeves, 1985). In addition to individual differences, 
research also progresses by taking into account the 
different contents that can be consumed when using 
the same technology (e.g., Blumer & Hauser, 1970).

When research progresses to consider the cues and 
justifications for a technology’s use, it adopts a multi-
process approach (Huesmann, Lagerspetz, & Eron, 
1984). This is especially the case once researchers start 
considering the bidirectionality of relationships between 
technology use and cognitive factors or even examine 
caregiver mediation strategies. The standard approach 
to investigating a new technology therefore opens up 
a natural progression of scientific thinking (Grimes 
et  al., 2008). Research starts by taking a causationist 
standpoint but then moves on to more complex, multi-
dimensional, and bidirectional approaches. Yet instead 
of this process leading to long-lasting accrual of knowl-
edge, it restarts whenever a new technology is intro-
duced, and research thus fails to consider the technological 
research progression that came before.

Lack of consensus.  Research on new technologies 
therefore lacks overarching theory, but its standard 
approach to problems lets it progress in a similar fashion. 
There has been a lot of thought about how a field that 
investigates a problem without an overarching theoretical 
framework or an underlying basis for scientific under-
standing should look like. It has been argued that such a 
preparadigmatic field should be “marked by frequent and 
deep debates over legitimate methods, problems, and 
standards of solution, though these serve rather to define 
schools than to produce agreement” (Kuhn, 1962, p. 48).

This conflict about methodology and scientific stan-
dards has been very evident in research on technologi-
cal panics. There are clear divisions in the scientific 
debate about violence in video games (Elson & Ferguson, 
2014) and the current discussion about smartphone use 
(Ophir, Lipshits-Braziler, & Rosenberg, 2019). The lack 
of an underlying theory lets different camps emerge 
that are in scientific disagreement with each other, 
which leaves the quality of scientific output relatively 
uncontrolled (Kuhn, 1962). This problem is com-
pounded, or possibly illustrated, by the isolated nature 
of the field of research on media effects in children, 
which is often made up of “isolated, uncoordinated 
studies” without a long-term or collaborative focus 
(Craig, 1999; Pecora, 2006, p. 1).

In preparadigmatic fields such as research on new 
technologies, the wheel is therefore routinely rein-
vented, and little progress is made because of the lack 
of theoretical anchors for scientific investigation and 

quality control. The Sisyphean cycle of technology pan-
ics thus restricts the researchers to addressing practical 
problems and internal debate rather than building a 
long-lasting theoretical understanding that can shape 
science in the long term.

4. No progress; new panic

The researchers trying to investigate a technological 
panic therefore lack the essential conceptual and meth-
odological tools to produce evidence quickly and effec-
tively. The funding provided by politicians and 
policymakers thus does little to provide concrete evi-
dence for informing policy interventions, and what evi-
dence is useful cannot inform the reaction to the next 
panic. This leaves policymakers in a difficult situation. 
In this section, I discuss how policymakers can react 
when facing this lack of evidence, whether it is even 
worthwhile, and how the introduction of a new tech-
nology often helps put an end to such problems.

The difficult decision of the policymaker.  In address-
ing new technologies, there is an understandable pres-
sure placed on policymakers and politicians to act to 
alleviate the cause of a technological panic. Although 
one could argue that only the specific use of a technol-
ogy determines whether it has good or bad repercus-
sions, many disagree and believe that technologies can 
be harmful (or beneficial) by design: “The barrel of a gun 
can, if one insists, be used to stir one’s tea. It is, however, 
better at killing and will primarily be used certainly for 
that purpose” (Hamelink, 1998, p. 62). Many policy inter-
ventions are therefore based on the instrumentalist 
assumption that policy management is integral to har-
nessing technology’s constructive forces (Hamelink, 
1998). From that perspective, policymakers not only face 
a public expectation to address whether technological 
panics are justified or to drive meaningful legislation but 
also should act to ensure the public good.

But how can policymakers inform their interventions 
for new technologies? In his book about technological 
policy, Hamelink (1998) proposed five types of evalu-
ation. Policymakers could do retrospective work, learn-
ing from the past, or formative work, in which they test 
technological products when they emerge into the mar-
ket. The retrospective approach is problematic because 
the past is often too different from the future to accu-
rately predict the effects of new technologies. Further-
more, the formative approach is limited severely 
because technological innovation is so fast that it is 
often impossible to evaluate it in a timely manner on 
release. Other options for policymakers are calculating 
risk using probabilistic judgments and cost-benefit 
analysis, but technological events cannot be that well 
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estimated, or working prospectively and therefore trying 
to forecast technologies, which is known to be extremely 
difficult and inaccurate. All these options are therefore 
not viable to inform widespread public-policy approaches 
to new technologies. The only other option is summa-
tive evaluation, whereby researchers or policymakers 
examine the impact of a technology on certain groups 
as quickly as possible. This is currently the go-to method 
for informing policy. But as noted earlier, research prog-
ress when examining new technologies is complex, 
slow, and outpaced by technological change: “By the 
time the gap [in societies’ understanding of the technol-
ogy] is closed, a new gap has emerged” (Hamelink, 
1998, p. 79).

More recently, vocal contributors to technology pan-
ics have argued that policymakers should therefore use 
the precautionary principle, implementing restrictive 
technology policy out of an abundance of caution to 
head off potential harm. This reverses the onus of proof 
so that the actor or technology provider needs to show 
that the activity is harmless instead of vice versa (Kriebel 
et al., 2001). Wertham (1954) provided a gripping anal-
ogy of this in his book:

Gardening consists largely in protecting plants from 
blight and weeds, and the same is true of attending 
to the growth of children. If a plant fails to grow 
properly because attacked by a pest, only a poor 
gardener would look for the cause in that plant 
alone. The good gardener will think immediately in 
terms of general precaution and spray the whole 
field. But with children we act like the bad gardener. 
We often fail to carry out elementary preventative 
measures, and we look for the causes in the individual 
child. (p. 2)

Yet it is still a key pillar of public policy that inter-
ventions should at least be evidence-focused even if 
they cannot be completely evidence-based. The precau-
tionary principle seems like a very extreme and labor-
some solution that could hinder important beneficial 
technological progress. Furthermore, it often fails to 
take into account the benefits of certain technologies 
because it is preoccupied with the harms. When 
acknowledging the inability to completely base policy 
decisions on evidence (i.e., making them evidence-
focused instead), people will have to learn to live with 
the understanding that there will never be enough 
information available to make truly informed technol-
ogy policy. People’s reactions to technologies might 
inherently be gambles (Hamelink, 1998). To consider 
whether this is a good trade-off, one needs to consider 
the work of other researchers, such as Collingridge, 
who have written compellingly about whether 

technological intervention might even have the power 
to deliver the desired effects.

Why acting fast might never be fast enough.  Many 
philosophers and researchers believe that technological 
innovations and change is rapid and seems unstoppable: 
“No one can foresee the radical changes to come. But 
technological advance will move faster and faster and can 
never be stopped” (Heidegger, 1966, p. 51). Forecasting 
technological change is therefore “just impossible” because 
it is driven by complex interactions and is extremely rapid 
(Collingridge, 1980, p. 15; Ellul, 1980). This makes it dif-
ficult to develop controls that do not seem arbitrary when 
first proposed. But more importantly, the speed of tech-
nological entrenchment means that “by the time a tech-
nology is sufficiently well developed and diffused for its 
unwanted social consequences to become apparent, it is 
no longer easily controlled. Control may still be possible, 
but it has become very difficult, expensive and slow” 
(Collingridge, 1980, pp. 17–18).

This can be seen in current British attempts to block 
online pornography access for children via age verifica-
tion, a move that means databases of incredibly sensi-
tive information and personal identities will have to be 
constructed. At this stage of Internet adoption, such 
intervention is both risky and limits the broad personal 
freedom of the whole population. This is because once 
adoption has surpassed a certain level,

society and the rest of its technology gradually 
adjust to the new technology, so that when it is fully 
developed any major change in the new technology 
requires change in many other technologies and 
social and economic institutions, making its control 
very disruptive and expensive. (Collingridge, 1980, 
pp. 17–18)

Collingridge therefore agrees with Hamelink that 
people’s reactions to technologies might need to be 
gambles not just because the appropriate evidence for 
evidence-based policy will never be available but also 
because waiting for the necessary evidence to be estab-
lished is not possible. Waiting would mean that the 
technology would already be so entrenched in everyday 
life that it would be impossible to rectify even if there 
were strong evidence that this is needed. Evidence-
based policy is therefore out of reach, and policy 
should instead endeavor to ensure that society main-
tains the ability to change and adapt a technology even 
after it has spread in the population (Collingridge, 
1980). Such adaptive policymaking might rest in regu-
lating the need for flexibility in a technological product 
or preferring diverse technologies over monopolies 
even if that is more costly. In other words, technology 
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development options that are “highly flexible, insensi-
tive to error, and easy to correct should, therefore, be 
favored” (Collingridge, 1980, p. 194). Given that this 
adaptive and evidence-focused approach is not the pre-
dominant approach taken currently, people are likely 
to fail in appropriately addressing technological change 
at the necessary speed.

New panic.  Because slow scientific progress in address-
ing technologies makes policy interventions difficult or 
impossible, evidence-based or evidence-focused policy is 
currently virtually impossible to achieve in this area. This 
raises the question of how most panics about technolo-
gies end up being addressed. The answer is rather sim-
ple. Most often, sooner or later, the current technological 
panic will subside because of the introduction of a new 
technology (Dennis, 1998). From the historical perspec-
tive, it is clear that once a new technology is introduced, 
interest and concern about older technologies decrease 
substantially (Wartella & Reeves, 1985). Although some 
researchers believe the interest decreases very quickly or 
subsides completely (Wartella & Reeves, 1985), others 
think that it takes a while longer to peter out (Meadowcroft 
& McDonald, 1986).

Somewhat ironically, however, the introduction of a 
new technology does serve to reduce the pressure on 
politicians and policy to intervene to regulate older 
technologies that had been the target of previous appre-
hensions. This is especially the case once the concern 
for the new technology eclipses the concern for the old 
technology, which has ultimately become an uneventful 
part of everyday life. Indeed, few 21st-century politicos 
or health professionals are expected to act to rein in the 
influence of true-crime stories, radios, or comic books. 
Rather, public and political attention turns to the new 
technology, restarting the Sisyphean cycle of technology 
panics, while leaving behind a debate that potentially 
contributed little to knowledge creation and could not 
be addressed by effective and timely policy interven-
tions. The research completed and debates held will be 
largely forgotten, clearing the field for a new generation 
of researchers, politicians, and policymakers to reinvent 
the wheel again for a new technology recently intro-
duced into society.

Looking Ahead

After elaborating the network of dependencies that 
drives the Sisyphean cycle of technology panics, it 
becomes clear that action to address this cycle needs to 
be taken. Because it cannot be assumed that technolo-
gies are designed for the public good, academics and 
policy makers need to better their ability to understand 

and control technological development. Only when this 
is successful can it be ensured that potentially harmful 
technologies will be spotted quickly and curtailed effec-
tively (Hamelink, 1998). Although such harmful tech-
nologies might not yet be invented, in an age of 
technological innovation, it is just a matter of time until 
they are.

However, some might argue that psychologists fare 
rather well out of the Sisyphean cycle of technology 
panics: Investigating a new technology almost guaran-
tees funding, societal importance, and public attention. 
These, in turn, are increasingly important for supporting 
scientific careers (Ravetz, 1971). Academics could thus 
be discouraged from questioning the effectiveness of 
their research about new technologies given that such 
work helps them win funding, media coverage, and 
prestige. As in Albert Camus’s The Myth of Sisyphus  
(1955), they might therefore be content with their fate 
in contributing to a futile and cyclic research task, just 
as Sisyphus might be content with his task of pushing 
a boulder up a hill for eternity. This highlights how 
current incentives for forging a successful career in 
academia diverge sharply from the motivators necessary 
to support good science. Yet this is no excuse for over-
looking the negative impact of the Sisyphean cycle of 
technology panics, especially with much of the relevant 
research funded out of the public purse. With technologi-
cal change and adoption accelerating, the importance of 
ensuring effective steering of new technologies and effi-
cient research production is also only going to increase 
in future. Forgoing rigorous practices and theory creation 
now might have profound opportunity costs later.

In the previous section, I covered some aspects of 
policymaking that could be adapted to better address 
new technological developments. The main focus was 
on moving from an evidence-based-policy to a more 
evidence-focused-policy approach that is not overly 
reliant on the provision of slow and laborsome scien-
tific consensus. This is because a delay in policy 
response might make it impossible to intervene in a 
technological development that has become increas-
ingly entrenched. Possible additional policy approaches 
to accelerate the production of policy recommendations 
could include implementing a science court that hears 
arguments and then makes an informed decision 
(Collingridge, 1980). Such a science court would be 
made up of academic and stakeholder experts on a 
specific new development; the court is called to judge 
the current evidence and recommend policies even if 
there is not yet enough evidence to label their proposed 
policies “evidence-based.” This system would forgo the 
need to achieve ultimate scientific consensus, forcing 
policy change at earlier stages of scientific research.
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Such a system of forced decision-making could be com-
bined with mandating the continual monitoring of a pre-
emptive policy decision after it has been made to rapidly 
spot whether it is in need of correction (Collingridge, 
1980). In this model, policy decisions would not be 
made as point decisions but would instead be consid-
ered a continual process that is to be monitored and 
adapted (Collingridge, 1980). Researchers would there-
fore have a different job than they do currently: Certain 
groups of them would recommend policy changes 
early, which others would then monitor and continually 
evaluate. Society could therefore start homing in on a 
workable and effective policy solution without waiting 
for the scientific evidence to be complete.

Such structural change to policymaking, however, is 
hard to come by. For the rest of this article, I will there-
fore focus on what researchers could do to mitigate the 
effects of the Sisyphean cycle of technology panics. 
Although I do not present ultimate solutions, my two 
main suggestions will hopefully stimulate debate and 
conversation about what can be done to improve 
research on technologies. First, scientists could try to 
break the Sisyphean cycle by letting future research 
build on past research to create a more linear and less 
circular progression of knowledge. Second, they could 
aim to accelerate the production of scientific evidence 
so that it can help build policy in a more efficient and 
effective way.

Breaking the cycle

One possible approach to stop the cyclic nature of 
panics would entail the development of better theories 
and theoretical approaches that would make it possible 
to integrate research on older technologies into more 
current research considering recent technological 
developments. New technologies would challenge pre-
vious theories, requiring them to be revised but not 
replaced with a whole new theoretical framework. The 
article has presented some theoretical approaches that 
potentially allow for a more continuous study of tech-
nologies, even if they would not completely break the 
Sisyphean cycle of technology panics. Some researchers 
have focused on technological affordances, examining 
the activities that each new technology affords the user 
and their similarities and differences (Evans et  al., 
2017). Others have examined the time that technology 
displaces and how that might drive certain well-being 
outcomes (Dienlin et al., 2018; Przybylski & Weinstein, 
2017). More recently, researchers have begun to put 
forward developmental frameworks that examine tech-
nologies through the lens of adolescent identity devel-
opment or integrative frameworks that examine multiple 
different media types (Taylor & Bazarova, 2018).

Because these approaches are not widespread and 
universally used, they do not yet have the power to stop 
the Sisyphean cycle of technology panics. They are, 
however, important examples of potential avenues that 
could be taken to build a more integrative approach to 
technology that would substantially lessen the repetitive 
nature of technology research. Remember, however, that 
it would be a momentous task to reverse-engineer a 
complete theoretical framework for an established 
research area. Furthermore, because research into tech-
nological innovations is mainly funded to solve a con-
crete practical problem, finding the necessary political 
and academic backing for such a long-term theoretical 
task will be difficult (Grimes et al., 2008).

Accelerating scientific evidence

The other approach that researchers could take is to 
accelerate the production of scientific evidence. Espe-
cially in a time in which technological change and 
adoption is accelerating, this might be crucial to ensure 
important evidence is delivered in time: whether that 
is to inform or evaluate policy. To do so, the research 
field should endeavor to streamline and focus current 
psychological research from the outset instead of going 
through certain research stages that are relatively inef-
fective but are currently repeated for every new tech-
nology studied. One example of such ineffective 
research stages is the initial causationist approach to a 
new technology in which researchers examine the 
effects of the technology as a whole, which is far too 
broad to merit robust conclusions (Grimes et al., 2008).

Work done to investigate emergent technologies 
should therefore entail enough nuance to provide cohe-
sive and replicable outcomes from the start. What could 
such an approach for improved and more efficient psy-
chological technology research look like? The UnITED 
Framework for Technology Research outlined below 
describes five aspects that, if addressed in future 
research, could improve the accrual of evidence about 
emergent technologies.

1.	 Unique use: Researchers should not investigate 
the effects of a technology as a whole (e.g., 
digital-technology use or social-media use) but 
should focus instead on a unique use that sets 
the specific technology of interest apart. They 
should also consider the mechanisms necessary 
for this unique use to affect the outcome of inter-
est. For example, if interested in social-media 
use’s effect on well-being, researchers should 
focus on an aspect or feature of social-media use 
that makes it unique (e.g., the nondirect nature 
of communication; Altman & Taylor, 1973).
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2.	 Individual: Researchers should specify a specific 
population when making claims about emergent 
technology effects. Furthermore, their work 
should clearly demarcate whether it is examining 
within-person or between-person effects. In the 
process, researchers should highlight how they 
attempted to control for other individual factors 
that could affect both the technology-use mea-
sure and the outcome of interest.

3.	 Time frame: In a longitudinal study, the time 
frame of the effects measured should be speci-
fied, and the theoretical impact should be dis-
cussed. Researchers should clearly communicate 
whether, for example, they examined the changes 
predicted by social media 1 min after use rather 
than 1 year after use and why such a time scale 
was theoretically plausible.

4.	 Effect size: Researchers should report the size of 
the effect or association that they investigated 
and provide an interpretation of what the size 
means for stakeholders. The key question is, sta-
tistical significance aside, why should I believe 
this effect is important?

5.	 Direction: Researchers who do cross-sectional 
studies on emergent technologies should 
acknowledge that media effects are inherently 
bidirectional and that correlational work is 
unable to decipher which direction the effects 
of interest are in. Researchers who do longitudi-
nal work should interpret and highlight the bidi-
rectional paths of the effects of interest.

If implemented, this framework could improve the 
quality of research and substantiate the depth of under-
standing about new technology effects. Crucially, it 
could also accelerate the production of much-needed 
evidence, especially if paired with open scientific prin-
ciples such as open data, shared code, and preregistra-
tion (Munafò et al., 2017; Vazire, 2018). By sharing data 
and materials, progress could be accelerated because 
researchers can easily build on (and check) others’ 
work (Crüwell et al., 2019). Furthermore, by implement-
ing preregistration and Registered Reports, false-positive 
rates and publication biases can be better controlled 
(Chambers, 2013; Wagenmakers, Wetzels, Borsboom, 
van der Maas & Kievit, 2012).

The adoption of open scientific principles could also 
extend to the promotion of large-scale and diverse-team 
science. Recent examples of large team-based scientific 
ventures such as the Psychological Science Accelerator 
or the Many Labs projects provide encouraging exam-
ples of how diverse researchers with varying areas of 
expertise can work together to provide key insights into 
pertinent research questions (Klein et  al., 2018; 

Moshontz et  al., 2018). Similar team-based scientific 
approaches could be applied to the research of new 
technologies to ultimately accelerate the production of 
high-quality evidence in the area.

Such an accelerated technology research procedure 
would ensure that work is produced at the highest pos-
sible standard and that the research area learns from 
the issues that have hindered progress in the past. 
Although such acceleration will not solve the Sisyphean 
cycle of technology panics, it will provide a first step 
to managing and mitigating its negative effects on the 
psychological discipline and improve society’s under-
standing of new technologies.

Conclusion

Digital technologies are presently shaping and reshap-
ing people’s lives and how they live them; their power 
to do so will likely increase in the foreseeable future. 
High-quality scientific evidence considered within a 
broader historic context is needed to understand how 
these changes will affect people and society. It will help 
ensure stakeholders, such as governments, regulators, 
designers, programmers, parents, and digital technol-
ogy users, are equipped with the tools and information 
necessary to make informed decisions in caregiving, 
policy, and personal arenas.

With that understood, there is little reason to assume 
future research investigating new technologies will 
escape the Sisyphean cycle of technology panics with-
out a substantial shift in conceptual and empirical 
approach. The lack of a linear approach in this research 
area—created on the basis of a societal problem, not a 
scientific theory—means that panics are reincarnated 
for every new technology that becomes popular in soci-
ety. Scientific progress is slow, and the research output 
produced is routinely conflicting and intensely waste-
ful. This stymies actionable science communication and 
policymaking. Furthermore, technology quickly embeds 
itself in society, which makes it difficult to change or 
adapt, meaning that evidence provision needs to be as 
fast as possible. It is apparent from examining past 
technology panics that research in the area routinely 
fails to efficiently deliver answers to important and 
divisive research questions.

Being realistic, there is little impetus for the field to 
reflect about its own methodology and its place in the 
network of political, academic, and public spheres that 
drive this inefficient cycle. To ensure that psychology 
does not become an accomplice to a never-ending 
Sisyphean cycle of technology panics, the research area 
has to acknowledge the need for radical change. Psy-
chologists need to recognize the increasingly prominent 
role they play in facilitating cycles of technology panics 
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and consider whether what they are doing is bringing 
a net benefit to society and academia. Psychological 
scientists need to encourage debate about how policy 
can be built in a time of accelerating technological 
change but slow research progress. Furthermore, 
research practices should be adapted so that the 
research process does not restart when a new technol-
ogy gets introduced and that evidence is provided 
quickly. Reflecting, discussing, and adapting the field 
to address the Sisyphean cycle of technology panics 
can ultimately empower psychology to steer predictable 
public concerns about emergent technologies into a 
more productive and efficient future.
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