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Abstract

Latent class models have become a popular means of summarizing survey questionnaires and 

other large sets of categorical variables. Often these classes are of primary interest to better 

understand complex patterns in data. Increasingly, these latent classes are reified into predictors of 

other outcomes of interests, treating the most likely class as the true class to which an individual 

belongs even though there is uncertainty in class membership. This uncertainty can be viewed as a 

form of measurement error in predictors, leading to bias in the estimates of the regression 

parameters associated with the latent classes. Despite this fact, there is very limited literature 

treating latent class predictors as measurement error models. Most applications ignore this issue 

and fit a two-stage model that treats the modal class prediction as truth. Here, we develop two 

approaches-one likelihood-based, the other Bayesian-to implement a joint model for latent class 

analysis and outcome prediction. We apply these methods to an analysis of how acculturation 

behaviors predict depression in South Asian immigrants to the United States. A simulation study 

gives guidance for when a two-stage model can be safely implemented and when the joint model 

may be required.
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Latent class analysis,1,2 which is a subset of structural equation modeling, is a model-based, 

person-centered technique for identifying unobservable subgroups within a population.3 

Latent class analysis is well suited for the analysis of multidimensional theoretical 

constructs that cannot be measured directly, such as acculturation strategies, socioeconomic 

status, social networks, and healthy lifestyles, for example. Structural equation modeling has 

a long history in the social and behavioral sciences, but health researchers have increasingly 

recognized its potential to enhance epidemiologic research4; for a more critical assessment 

of structural equation modeling in epidemiology, see.5 Noted strengths of structural equation 

modeling include the use of multiple observed variables to estimate unobserved, or latent, 

variables; explicit modeling of measurement error; the ability to simultaneously model 

complex patterns of relationships; and a confirmatory approach to test how well empirical 

data fit an underlying theoretical model.6 Latent class analysis, in particular, is useful when 

there are differences in the underlying distributions among variables that contribute to 

heterogeneity (e.g., in risk or response to a treatment) within a study population.7

Latent class analysis defines classes by the categorical probabilities of observed (manifest) 

variables and then assumes that, conditional on an unknown (latent) class membership for 

each subject, the manifest variables are independent of each other; averaging across these 

classes then induces the correlations observed among the manifest variables. Thus, in a 

survey of South Asian immigrants, we might find a “separation” and an “acculturation” 

class. In the separation class, the probability of both native language use and ethnic spice use 

are high, whereas in the acculturation class, the probability is lower. Marginally, then, 

language use and cooking style is correlated. However, conditional on being in the 

separation class, the probability of using native language is high, but, given native language 

is used, it tells us nothing about use of ethnic spices. Similar reasoning follows for the 

integration class. Latent class analysis has been increasingly used as a statistical tool in 

epidemiology in the 21st century: to cite just a few examples from this journal, Jokinen and 

Scott8 used latent class analysis to combine information from seven tests of pneumococcus 

presence to estimate the contribution of Streptococcus pneumoniae to the burden of 

community-acquired pneumonia; Hui et al.9 used latent class analysis to classify growth 

patterns for Hong Kong infants; Lasry et al.10 used latent class analysis to combine data 

from five administrative health data sources to estimate the true prevalence of traumatic 

brain injury and relate this back to each administrative data sources to estimate its sensitivity 

and specificity.

Simple application of Bayes theorem estimates a posterior probability of latent class 

membership for each subject. Based on these posterior latent class membership probabilities, 

latent class memberships can be assigned to each subject and used as predictors of distal 

outcomes. For example, Harlow et al.11 used latent class analysis to summarize over 50 

symptoms reported by midlife women, ranging from hot flashes and sexual dysfunction to 

measures of pain and mental health. They found six classes of midlife symptoms in women, 

ranging from highly symptomatic to nonsymptomatic, with special classes dominated by 

fatigue and psychological symptoms or by physical health symptoms. These classes were, in 

turn, used to predict self-reported health status, finding that women from high symptom 

classes were more likely to report poor health, although the fatigue and psychological 

symptom class was not so likely to do so. Similarly, Parada et al.12 used latent class analysis 
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to combine information about behavior and diet into three levels of lifestyle used to estimate 

mortality risk in breast cancer patients using a Cox proportional hazards model.

It is well known that there are uncertainties in class assignment. When latent class 

assignments are used as predictors in regression analysis, this uncertainty can be recast as 

measurement error in the predictor. Predictors with normally distributed measurement error 

is a long-known issue in regression analysis.13 Independence between the measure error and 

the predictor yields regression parameter estimates that are biased toward 0 (bias toward the 

null), with accompanying variance estimates that are too small compared with the repeated 

sampling variability of the regression parameters that use the true values. In the categorical 

setting, more recent work has shown that measurement error is perforce correlated with the 

true predictors, although the issue of bias (which can be toward the null or even reverse 

signs) remains as a function of the probability of the category and the probability of the 

value being misspecified.14 The uncertainty in the latent class assignment-which can be 

trivial or substantial, depending on the application, but exists by definition-can thus be 

expected to impact the results of a regression thus uses latent classes as predictors, and their 

extensions in generalized growth mixture models.15 This is in contrast to predictors of the 

latent classes themselves-for example, body mass index, race/ethnicity, smoking status, 

education, and income in11-which are observed in joint estimation of the latent class analysis 

models. (Although these models have their own complexities-for example, having the 

construction of the classes differ depending on the choice of predictors,16,17 that is not the 

focus of this manuscript.)

Although regression using variables with measurement error is also a well-studied problem,
18 such methods can be costly in terms of time and statistical expertise to implement, and 

their use in the latent class analysis setting has been more limited. The main methods that 

have been proposed include (1) assigning latent classes based on modal posterior probability 

of membership and treating them as fixed and known,19 (2) making assignments based on 

posterior modal values, but then using a weighted likelihood method with weights given by 

an entropy measure of the correct probability of classification,20 and (3) a multiple 

imputation approach based on repeated imputations of the latent class based on the vector of 

their posterior probabilities of class assignment.21 Here, we proposed to use a full joint 

model that incorporates the uncertainty in the latent class analysis into the estimation of the 

outcome. Because of the complexities in model fitting, we develop both an expectation-

maximization (EM) algorithm22 and a fully Bayesian approach.23 Such approaches are 

principled in that they fully account for the measurement error in latent class predictors in 

the regression model, and they have become rather straightforward to implement with the 

development of general use Bayesian software.24

Here, we consider the use of latent class analysis to summarize 12 indicators of acculturation 

among a sample of South Asian adults in the San Francisco Bay and the greater Chicago 

area enrolled as part of the Mediators of Atherosclerosis in South Asians Living in America 

(MASALA) Study.25 Needham et al.26 found three latent classes of acculturation termed 

separation, assimilation, and integration; treating these classes as predictors of depressive 

symptoms, Needham et al.27 found no statistically significant differences in levels of 

depression between these classes after adjusting for age, sex, religious beliefs, education, 
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occupation, income, place of birth, percent of life lived in the United States, English 

language proficiency, and antidepressant use. (Further adjustment for discrimination and 

social support showed a marginally higher level of depression in the separation class.) In 

addition to assigning each subject to the latent class with the highest posterior probability, 

treating these classes as observed, this analysis used a multiple imputation approach, 

generating the latent classes for the regression based on their posterior distribution 1000 

times and computing the regression estimates and associated standard errors using Rubin’s 

combining rules.28 Here, we extend this approach to consider the joint estimate of latent 

class and regression models for both continuous and binary measures of depression, using 

both expectation-maximization and Bayesian methods, and compare these results with those 

obtained from a standard two-step method. We also conduct a simulation study to determine 

the degree to which this approach reduced bias and mean square error (MSE) and improves 

nominal interval coverage over a standard two-step approach. We conclude with a discussion 

of the potential value of this alternative approach to existing methods, and topics for future 

research.

METHODS

MASALA Study

The MASALA study25 recruited 906 individuals of South Asian ancestry into a longitudinal 

prospective cohort study on the prevalence, correlates, and outcomes associated with 

subclinical cardiovascular disease. Participants were restricted to be 40–84 years of age and 

to be free of physician-diagnosed cardiovascular disease. Subjects were recruited from the 

counties surrounding two research clinics, one in San Francisco, the other in Chicago, from 

October 2010 to March 2013. A wide variety of health measures were obtained by 

questionnaire and by clinical and radiological examination. The institutional review boards 

at the University of California, San Francisco, and Northwestern University approved the 

study protocol, and all study participants provided written informed consent. As in the study 

by Needham et al.,27 we excluded 19 subjects born in the United States and 31 subjects with 

one of more missing variables from the analysis, leaving n = 856 subjects.

Measures

Depression was measured using the Center for Epidemiologic Studies Depression (CES-D) 

Scale.29 Respondents reported how often they experienced 20 symptoms within the past 

week, such as poor appetite, trouble concentrating, and talking less than usual, leading to a 

score of 0 (no depressive symptoms) to 60 (maximum score). We considered both the 

continuous measure and a binary outcome of CES-D ≥ 16.

As in the study by Needham et al.,26 12 manifest variables were used to estimate the three 

latent classes of acculturation. These included seven measures of South Asian tradition, with 

reported categories ranging from “absolutely” to “not at all”: (1) performing religious 

ceremonies or rituals; (2) serving South Asian sweets for ceremonies or rituals; (3) fasting 

on specific occasions; (4) living in a joint family; (5) having an arranged marriage; (6) 

having a staple diet of chapatis, rice, dal, vegetables, and yogurt; and (7) using spices for 

healing and health. The remaining variables included reports on: (8) how often they fast 
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(from “two to three times per week” to “almost never or never”); (9) what foods they 

normally eat at home (“only South Asian food,” “mostly South Asian food,” “South Asian 

and other food about equally,” “mostly other food,” “only other food,” “never eat at home”); 

(10) what foods they normally eat in restaurants (“only South Asian food,” “mostly South 

Asian food,” “South Asian and other food about equally,” “mostly other food,” “only other 

food,” “never eat in restaurants”); (11) how often their family shops at South Asian grocery 

stores or markets (from “two or three times per week” to “almost never or never”); and (12) 

which country or culture most of their friends belong to (from “only South Asian” to “only 

other ethnic groups”).

Finally, factors including age, sex, religion, education, income, occupational status, birth 

nation, proportion of life lived in the United States, English proficiency, and use of anti-

depressants were used in the regression models as possible confounders between 

acculturation strategies and symptoms of depression.

Statistical Analyses

The latent class analysis models assumes that the i = 1,…,n subjects belong to one of j = 1,

…,J classes and that each of the l = 1,…,L manifest variables that define the latent classes is 

a multinomial variable Zil with cell probability πklj, ∑k = 1
Kl πklj = 1 for all j,l, where Kl is the 

number of cells for the l th manifest variable. Let Ci define the latent class membership of 

the i th subject, which is in turn multinomially distributed with marginal probability θj, 

∑j = 1
J θj = 1. This yields the following likelihood L = ∏iLi where

Li = Li θ1, …, θJ, π111, …, πKLLJ = ∑
j = 1

J
P Ci = j ∏

l
P Zil ∣ Ci = j

= ∑
j = 1

J
θj∏

l
∏
k

πklj
Zikl

where Zikl is an indicator equal to 1 if Zil = k and 0 otherwise.

This model can be fit using an expectation-maximization algorithm, as in the poLCA 

package in R3.4.1.30 The posterior probability of class membership can then be computed 

using Bayes theorem:

P Ci = j ∣ Zi1, …, ZiL =
P Zi1, …, ZiL ∣ Ci = j P Ci = j

∑j = 1
J P Zi1, …, ZiL ∣ Ci = j P Ci = j

=
θj∏l ∏kπkj

Zikl

∑j = 1
J θj∏l ∏kπkj

Zik

with maximum likelihood estimates θ j  and πkjl  replacing the true values to obtain an 

estimated posterior probability of class membership P Ci = j ∣ Zi1, …, ZiL .

Elliott et al. Page 5

Epidemiology. Author manuscript; available in PMC 2020 September 09.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Two-stage method: in the two-stage method, the maximum posterior probability is used to 

obtain a estimate of the true latent class: Ci = maxj P Ci = j ∣ Zi1, …, ZiL . Ci is then used as 

a multinomial predictor in either a linear model (for continuous CES-D) or a logistical 

model (for binary measure of depression).

Joint method using expectation-maximization algorithm: in the joint method, the full 

likelihood combines both the latent class model and the regression model through the latent 

class indicator C. For the linear regression model, let Yi be the outcome measure and {Xim}, 

m = 1,..M be the M covariates that are to be adjusted for in the outcome model. We make the 

following assumptions:

1. The covariates X are predictive only of the outcome Y (i.e., C ⊥ X | Z).

2. Conditional on latent class C, manifest variables Z are independent of the 

outcome-that is, all of the relevant information that Z contains about Y is 

summarized in C.

3. The outcome Y is normally distributed with a mean equal to a linear combination 

of the latent classes C and the covariates 

X:Y i ∣ Ci = j, Xi1, …, XiM N αj + ∑mβmXim, σ2 .

The complete data likelihood is then given by L = ∏iLi, where

Li = Li θ1, …, θJ, π111, …, πKL, LJ, β1, …, βM, α1, …, αJ =
P Yi, Zi1, …, ZiL, Ci ∣ Xi1, …, XiM =
P Ci ∣ Xi1, …, XiM P Zi1, …, ZiL ∣ Ci, Xi1, …, XiM X
P Yi ∣ Zi1, …, ZiL, Ci, Xi1, …, XiM =
P Ci P Zi1, …, ZiL ∣ Ci P Yi ∣ Ci, Xi1, …, XiM

= ∏
j

θj∏
l

∏
k

πklj
Zikl 1

2πσ2exp − 1
2σ2

yi − β0 − αj
−∑

m
βmXim

2 I Ci = j

A logistic model can be obtained by replacing P(Yi | Ci,Xi1,…,Xim) with

exp β0 + αj + ∑mβmXim
Yi

1 + exp β0 + αj + ∑mβmXim
.

This method can be implemented using an EM algorithm,22 treating the indicators of latent 

class membership as missing; details are provided in eAppendix; http://links.lww.com/EDE/

B623. Inference (95% confidence interval [CI], p values) can be obtained using a bootstrap 

procedure.31

Fully Bayesian joint method: Bayesian latent class analysis models have been developed 

previously,32,33 but extensions to jointly model the classes and the outcome model 

conditional on the classes are less developed. Using the same joint modeling assumptions 

(covariates are predictive only of the outcome; conditional on latent class, manifest variables 

Z are independent of the outcome), we can define the posterior distribution as
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P θ1, …, θJ, π111, …, πKL, LJ, β1, …, βM, α1, …, αJ ∣ Y , X, Z ∝
∏

i
Li θ1, …, θJ, π111, …, πKLLJ, β1, …, βM, α1, .., αJ ∏

j
P θj P αj ∏

k
∏

l
∏

j
P πklj ∏

m
P βm

We use standard conjugate-type priors:

P θ1 , …, P θJ
T DIR λ1

θ, .., λJ
θ

P αj
iidN 0, σα2

P π1lj , …, P πKllj
T DIR λ1lj

π , .., λKllj
π

P βm
iidN 0, σβ

2

This method can be implemented using a combination of Gibbs sampling and Metropolis 

steps in a Markov Chain Monte Carlo (MCMC) algorithm23; here, use the adaptive 

importance sample algorithm in WINBUGS V1.4.24 Inference is obtained from the 

empirical distributions of the draws from the MCMC algorithm.

RESULTS

We fit the two-stage, EM, and Bayesian joint method to compare the results obtained under 

these approaches, for both the linear and the logistic regression models (continuous vs. 

binary outcome for depression). To implement the Bayesian joint method, we used the 

following weakly informative priors, setting λ1
θ = ⋯ = λj

θ = 1/J, λ1lj
π = ⋯λKllj

π = 1/Kl for all 

j, and σβ
2 = σα2 = 10. We obtained 10,000 draws from the posterior distribution after 5000 

burn-in draws, with a thinning rate of 10 (i.e., keeping every 10th draw). Trace plots of the 

parameter draws are given in eFigures 1–11; http://links.lww.com/EDE/B623; all show good 

convergence in distribution.

A three-class model was fit, yielding acculturation strategy classes that corresponded to an 

integration class, an assimilation class, and a separation class. Using only the manifest 

variable data information (i.e., the two-stage approach), 54% (95% CI: 49%, 59%) of the 

sample belonged to the integration class, 24% (95% CI: 20%, 28%) to the assimilation class, 

and 23% (95% CI: 19%, 27%) to the separation class. The Bayesian joint method (both 

linear and logistic) yielded nearly identical distributions, whereas the expectation-

maximization joint methods slightly disfavored the integration class (52%) and favored the 

assimilation (25%) and separation classes (23%). The three classes were quite distinct, with 

the assimilation class tending to rank low on all measures, the separation class high, and the 
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integration class intermediate between the two. Dietary factors tended to be somewhat less 

discriminatory, whereas support for arranged marriages perhaps distinguished the most 

among the three groups. There was little difference between any of the methods in terms of 

the formation of the three classes, suggesting that the underlying meaning of the classes is 

stable irrespective of method. eFigures 12–14; http://links.lww.com/EDE/B623; show the 

exact distribution of the manifest variable in each of the three latent classes under the two-

stage method, along with the equivalent distributions when a joint method is fit, using either 

the continuous or binary outcome measure of depression, and either the expectation-

maximization or the fully Bayesian approach. We included the results when the latent class 

model alone was fit as well for comparison.

Linear regression: Table 1 shows the result of regressing the acculturation strategy classes on 

the CES-D measure of depression, adjusted for age (a cubic spline model with a knot at age 

60 years), sex, religion, education, income, occupational status, birth nation, proportion of 

life lived in the United States, and English proficiency. There was little difference between 

the effects of the acculturation strategy classes in the various methods, although there is a 

hint that the effects are somewhat stronger and more variable in the joint methods than the 

two-stage method, as anticipated. The effects of acculturation strategy were not significant 

for any of the methods.

Logistic regression: Table 2 shows the result of regressing the acculturation strategy classes 

on the binary measure of depression, adjusted for the same variables as in the linear model. 

(Because of a less complex relationship between the binary outcome of depression and age 

than the continuous outcome of CES-D and age, the cubic spline for age was replaced with a 

linear term.) Here, assimilation appeared to be associated with a considerably reduced risk 

of depression compared with integration in all of the methods. The effect was somewhat 

larger and more variable in the expectation-maximization method than in the two-step 

method, again consistent with our expected findings; for the Bayes method, the effect was 

similar and somewhat more variable. There was not strong evidence that those pursuing a 

separation strategy were more or less likely to be depressed compared with those pursing an 

integration strategy under any of the methods, although the point estimates associated with 

separation with the joint expectation-maximization and Bayesian methods were further from 

the null than the two-step method, as anticipated.

SIMULATION STUDY

To better understand how our methods work in a controlled setting, we undertook a small 

simulation study that paralleled in a somewhat simplified manner the MASALA application 

(sometimes terms a “plasmode” simulation34). First, we generated two X covariates 

independently for i = 1,…,n, where Xi1 ~ UNI(2,8) (roughly corresponding to age in 

decades) and Xi2 ~ BIN(1,0.5) (roughly corresponding to sex). We then generated our latent 

class variable using a probit model for C based on latent, normally distributed 

C*:Ci* N 0.25Xi1 − 0.7Xi2, 1 , where C* < 0.875 ⇒ (C = 1), 0.875 ≥ C* < 1.648 ⇒ (C = 2), 

and C* > 1.648 ⇒ (C = 3). (Note that this provides marginal distributions corresponding to 

C ~ MULTI(0.5,0.25,0.250), the approximate distributions of the three latent classes in the 

MASALA example.) The manifest variables Zi1,…,Zi10 are then generated from Zil ~ 
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MULTI(1,πlj), depending on latent class j, where πlj = (π1lj,…,pi5lj)T is in turn drawn from 

a Dirichlet distribution for each simulation with parameters λj, where we consider a high 

separation model

Highseparation

λ1 = (5, 4, 3, 2, 1)T

λ2 = (1, 3, 5, 3, 1)T

λ3 = (1, 2, 3, 4, 5)T

and a low separation model

Lowseparation

λ1 = (3, 2.5, 2, 1.5, 1)T

λ2 = (1, 2, 3, 2, 1)T

λ3 = (1, 1.5, 2, 2.5, 3)T

Finally, the outcome variable Y is generated by

Yi = β0 + β1Xi1 + β2Xi2 + α1I Ci = 2 + α2I Ci = 3 + εi, εi N(0, 1)

for the continuous outcome and

P Yi = 1 =
exp β0 + β1Xi1 + β2Xi2 + α1I Ci = 2 + α2I Ci = 3

1 + exp β0 + β1Xi1 + β2Xi2 + α1I Ci = 2 + α2I Ci = 3

for the binary outcome. In the continuous model, β0 = 10, β1 = −0.5, β2 = 2. In the binary 

model, β0 = −0.6β1 = −0.2, β2 = 1 so that the marginal probability for Y approximates 0.25. 

In both models, (α1, α2) = (−0.5,0.5) We consider samples of size n =100,200, and 500 to 

assess the effects of different degrees for information about the latent classes and thus 

potentially different effects of measurement error.
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For each of the 2 × 2 × 3 = 12 scenarios, 200 simulations were run, and bias, MSE, and 

nominal 95% coverage probability were obtained for each of the fixed β parameters and the 

α parameters associated with the latent classes. A two-stage, single imputation, and joint 

expectation-maximization and Bayesian modeling approach are considered. For the joint 

Bayesian method, the same prior parameters were used as in the MASALA analysis.

Tables 3 and 4 show the results of the linear model simulation. The fixed-effect parameters 

β1 and β2 are nearly unbiased all estimation methods, with approximately equal MSE and 

correct nominal coverage. For the intercept parameter β0, the large bias in the latent class 

analysis parameters induces bias in the small sample size intercept for the high separation 

model and all of the low separation models, where the joint modeling methods had reduced 

bias compared with the two-stage and single imputation methods, and the Bayesian method 

has both reduced MSE and good coverage except in the smaller sample size. For the latent 

class two-stage and single imputation methods, and the Bayesian method has both reduced 

MSE and good coverage except in the smaller sample size. For the latent class α parameters 

in the well-separated model (Table 3), there is little bias for α2 because latent class 3 is more 

clearly distinguished from latent class 1 than latent class 2 is. For α1, the two-stage and 

single imputation methods are generally more biased than the joint modeling methods: for 

the n = 500 and n = 200 case, the expectation-maximization and Bayesian methods perform 

similarly in terms of bias reduction for α1; for the n =100 case, the Bayesian method 

outperforms the expectation-maximization method, providing essentially unbiased results, 

whereas the expectation-maximization retains considerable bias. In the poorly separated 

model (Table 4), the Bayesian approach works well in large sample size, whereas the two-

stage and imputation approach are biased for α2; in the smaller sample sizes, bias and 

coverage are severely damaged in the two-stage and imputation approach, whereas the 

Bayesian approach works much better, suffering bias and coverage reduction only in the 

smallest sample size setting, and then to a much lesser degree than the alternative methods; 

the expectation-maximization approach results are intermediate between the two-stage and 

imputation results and the Bayesian approach. For α1, bias is modest for all methods for n = 

500 and = 200, and increased for n =100; coverage is somewhat reduced for all methods 

except the Bayesian method in the larger sample sizes. In the well-separated model, the 

increase in variance associated with the correction for measurement error means that there 

are generally only modest gains if any in MSE for the joint methods over the two-stage or 

single imputation approach, with the exception of α1 in the n =100 case. In the poorly 

separated model, the reduction in bias leads to substantial reductions in MSE for the joint 

Bayesian method compared with the other methods.

Tables 5 and 6 show the results of the logistic model simulation. The two-stage and single 

imputation methods are again nearly unbiased for the fixed-effect parameters, with 

approximately nominal coverage. The joint expectation-maximization and Bayesian methods 

gave somewhat larger degrees of bias, particularly the Bayesian method, but in all cases it 

was relatively limited (less than 5%) and had modest if any impact on nominal coverage. 

MSE actually tended to be reduced for the joint methods, particularly for the Bayesian 

method, perhaps reflecting the stabilizing impact of the priors not only on the fixed effects 

but also through the latent class priors (because the covariates and classes are themselves 

correlated). The joint methods also have approximately correct nominal coverage. For the 
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latent class parameters, the joint methods again afforded improved bias reduction, this time 

for both α1 and α2 parameters; considerable reduction in MSE (on the order of more than 

50%) was also achieved in the n = 200 and n = 100 settings. Despite bias, coverage was 

approximately nominal for the two-stage and imputation methods; coverage was 

conservative for the joint expectation-maximization and Bayesian methods for the high 

separation model; for the low separation model, only the Bayesian model provided 

approximately correct coverage. For the relatively extreme case of the small sample low 

separation model, all estimators had substantial bias, although the joint expectation-

maximization and Bayesian methods had less bias, and the Bayesian model had much 

reduced MSE and good coverage despite the bias.

DISCUSSION

Latent class analysis is a powerful tool to summarize large numbers of categorical covariates 

to understand meaningful structures in such data. It is a natural next step to want to use these 

classes as predictors in a regression model, where the desired inference focuses on the 

relationship between the underlying structure in the large number of manifest covariate 

variables and the outcome. Such applications may be quite common in studies with large 

numbers of survey questions, as in the MASALA setting, where the focus is not on the 

association between any one of the specific measures of acculturation and depression, but 

rather on the collective acculturation strategy that underlies these measures and depression. 

However, by definition, construction of latent classes involves a degree of measurement 

error, which can cause bias when they are treated as predictors in a regression model. This 

issue also occurs in settings such as the use of longitudinal measures to predict survival 

outcomes (e.g., individual-level trends in prostate-specific antigen measures to predict risk 

of death from prostate cancer),35 or the use of individual level variability in longitudinal data 

settings to predict future health outcomes (e.g., the use of variability to short-term memory 

tests to predict senility onset).36 We extend the work in these settings-specifically the use of 

joint modeling of the latent classes and the regression model-using both an expectation-

maximization algorithm and a fully Bayesian method to properly account for the uncertainty 

in the latent classes when fitting such regression models.

We consider both an application to the development of summary measures of acculturation 

in predicting depression among older South Asian. Following previous work,26 we found 

three latent classes of acculturation: an assimilation class, a separation class, and an 

intermediate integration class. We found no strong evidence of associations between 

acculturation class and depression score; however, using a depression indicator of CES-D ≥ 

16, we found those in the assimilation class were less likely to experience depression than 

those in the integration class. In general, the point estimations using joint estimation 

strategies were larger than those obtained using a two-step method, consistent with our 

belief that the two-step method will give biased estimates, although there were no 

substantive differences in the findings between the models. When combined with our results 

from the simulation study developed out of the MASALA data, it appears that, when all of 

the classes are well distinguished, use of a two-stage model that ignores measurement error 

may be warranted. However, as the difference between the classes diminish, measurement 

error increases and the resulting bias increases, suggesting the need for a joint modeling 
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procedure; our simulation study also suggests that joint models may be more effective when 

the outcome is binary rather than continuous. To investigate this issue further, the first four 

columns of Table 7 show, across 200 simulations, the mean, 2.5, and 97.5 percentiles of the 

average posterior probability of belonging to latent class by true latent class in the high 

separation simulation, that is, we compute a 3 × 3 table for each high separation simulation, 

where the j,k th cell, j = 1,..,3, k = 1,..,3, reports 
∑iP Ci = j Zi1, …, Zil Ci = k

∑iI Ci = k . We can see 

from Table 7 that classes 1 and 3 are generally well distinguished from each other, especially 

when n = 500, whereas class 2 is not as well distinguished from class 3 and especially class 

1, with occasional substantial measurement error when sample sizes are small. This would 

suggest that, as a general rule of thumb, if all of the means of the posterior probabilities of 

belonging to a latent class are greater than 0.9, measurement error is reduced to the point 

that a two-stage model is sufficient for using the latent classes as predictors in a second-

stage regression model, particularly for continuous outcomes. However, we do not know the 

actual class memberships, of course, and examining the right four columns of Table 7 shows 

that, as sample size shrinks, the possibility of overfit increases, leading to misleading results 

when using this common model fit procedure. Hence, we suggest the “0.9” rule of thumb be 

applied only in large sample sizes (say in excess of 500–1,000); in small samples some type 

of cross-validation might be helpful to reduce overfitting.

There are several additional extensions possible from this work. First, because the latent 

class model likelihoods are invariant to permutations of the label identifiers, it is possible for 

classes to “switch” during runs of the MCMC chain; this is the so-called “label switching” 

problem. It appeared that, in both our simulations and application, that labels were stable 

over MCMC runs; however, this may not always be the case. Stephens37 develops a 

postprocessing algorithm to minimize entropy among all possible permutations at each draw 

that appears to work well to “untangle” the chain in such cases. Next, our current model 

formulation conditions on covariates for the outcome model, but not for the latent class 

model, effectively assuming independence between the latent classes and outcome model 

covariates conditional on the manifest variables. Although this conditional independence 

assumption might be weaker than it first appears given the richness of the manifest variables 

(and ease of interpretation), extensions to include covariates to predict in the latent classes 

and the outcome would be an important next step to pursue. Along the same vein, 

constraints on the probabilities of the manifest variables that define the latent classes can be 

imposed to take advantage of ordinal variables, of which we have some in the MASALA 

data.38 More recently, latent transition analysis models,39 an extension of latent class 

analysis models into a longitudinal setting, have become increasingly popular. The models 

combine the standard latent class analysis with a hidden Markov model that defines the 

probability of a subject moving between latent classes at each follow-up period. In its most 

general form, it defines the classes independently at each time point, although reduced 

models can be fit. Latent class analysis models imply a fixed number of classes. 

Determining the number of classes can be a difficult choice, with a variety of model fit 

measures available.40–44 In the MASALA model, as in most settings, a mix of model fit 

measures and substantive science was used to decide on three latent classes in previous 
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work, a choice we carried forward into this manuscript. A more thorough analysis of model 

fit in these types of joint model settings would be of interest.45

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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