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Abstract

Biological agents adapt behavior to support the survival needs of the individual and the species. In 

this review we outline anatomical, physiological, and computational processes that support 

reinforcement learning. We describe two circuits in the primate brain linked to specific aspects of 

learning and goal-directed behavior. The ventral circuit, which includes the amygdala, ventral 

medial prefrontal cortex, and ventral striatum, has substantial connectivity with the hypothalamus. 

The dorsal circuit, which includes inferior parietal cortex, dorsal lateral prefrontal cortex, and the 

dorsal striatum, has minimal connectivity with the hypothalamus. The hypothalamic connectivity 

suggests distinct roles for these circuits. We propose that the ventral circuit defines behavioral 

goals and the dorsal circuit orchestrates behavior to achieve those goals.
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Drives, reinforcement and learning

Adaptive behavior, or learning, is critical to survival. Learning is usually studied relative to 

rewards and punishments, or positive and negative reinforcement. In reinforcement learning 

(RL), the goal is to learn to make choices that maximize rewards and minimize punishments. 

Framing learning from this simple perspective has been useful in both biology and artificial 

intelligence [1, 2]. Rewards and punishments are fundamental in biology because they drive 

learning which supports survival of the individual and the species. The mechanisms that 

have evolved to support learning have been selected in our ancestors because they provided 

an advantage for those agents, in their time and place, in some domain[3].

Theoretical accounts of RL assume rewards are a static property of the environment, for 

example a drop of juice or sucrose for a monkey or a rat. For complex organisms, like 
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humans, the definition of reward can appear arbitrary. Some people may find running a 

marathon to be rewarding, whereas others may find the same activity to be punishing, 

preferring instead to spend a relaxing day at home reading a book. At some level, however, a 

reward is relevant to a drive or a physiological need [4], although rewards do not have to be 

defined relative to an immediate drive or need [5]. Eating, drinking, sexual intercourse, 

rearing young, sleeping, avoiding predators, and sitting by a fire in the winter, are all 

associated directly with fundamental survival needs of the individual and the species, and 

each appears to be under the control of different hypothalamic circuits[6]. Other rewards, 

particularly in more complex species, may have more to do with maintaining position in a 

social hierarchy or obtaining secondary reinforcers like money, which in turn provide future 

access to resources that can be used to satisfy drives or needs. Because rewards are relevant 

to physiological needs, they are fundamentally dependent on an organism’s internal states, 

and therefore rewards are not fixed properties of the environment[7, 8].

There is, therefore, a close relationship between drives, reinforcement, and learning. 

Although this has long been appreciated in learning theory, it is not often considered in 

biological studies of RL. Hull’s drive reduction theory suggested that reinforcement 

followed from satisfaction of an internal need, and actions which satisfied internal needs 

were reinforced [4]. The earliest studies on intracranial self-stimulation, which are 

experiments in which animals will press a lever to receive electrical stimulation at specific 

locations in the brain, found that stimulation at a single site could lead to consummatory 

behavior, if for example food was available, as well as instrumental behavior to obtain more 

stimulation [9, 10]. These self-stimulation effects, which have been substantiated by modern 

methods, were particularly prevalent in the lateral hypothalamus [11, 12]. From these and 

other studies, several assumptions about learning have arisen: 1) motivation follows from 

elevated drives or needs; 2) satisfaction or predicted satisfaction of drives is reinforcing; and 

3) learning systems operate to increase positive reinforcement and decrease negative 

reinforcement. More specifically, learning links objects in the environment with their 

relevance to specific drives or needs [13, 14]. This is the knowledge of what objects can do 

to or for us. Reinforcement and learning is, therefore, more sophisticated than just approach/

avoid, positive/negative. Although the positive/negative dichotomy forms a useful 

experimental starting point, it obfuscates the true nature and complexity of learning. Much 

of the forebrain may be organized around learning to satisfy need-specific drives signaled by 

the hypothalamus. This is consistent with recent developmental models which suggest that 

the entire telencephalon is a massive dorsal expansion of the caudal hypothalamus [15].

In this review, we will consider progress in anatomy, physiology and theory which is 

beginning to define the neural architecture and computational mechanisms that underlie 

these behavioral processes. We will begin by outlining the large-scale anatomical 

organization of two brain circuits in primates, which we refer to as the dorsal and ventral 

circuits, and linking that circuitry to specific aspects of learning and goal-directed behavior. 

We will then discuss recent research which has defined drive-specific neural circuitry in the 

hypothalamus, and how interaction of the hypothalamus with the ventral circuit, including 

for example the ventral tegmental area (VTA), insular cortex, and amygdala, supports 

motivated behavior. In considering motivated behavior we focus on both reinforcer 

devaluation experiments, which examine need-specific adaptive behavior, and reinforcement 
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learning studies, which characterize learning to obtain reward and avoid punishment more 

generally. Finally, we consider these ideas relative to RL theory, and suggest that learning in 

biology is most often state-value, goal-directed learning, not action-value learning.

Anatomical organization of dorsal and ventral neural systems

An overarching framework for understanding the organization of visual processing has been 

the division of parietal and temporal cortex into dorsal and ventral streams [16]. The dorsal 

stream, which includes the inferior parietal cortex, contributes to spatial attention and 

perception, as well as to visually guided action. The ventral stream, which includes the 

inferior temporal cortex, has been characterized as subserving object identification and 

related processes [3]. Here, we outline prefrontal and subcortical extensions of these circuits. 

We will further suggest, based on the anatomy and known properties of nodes in the cortical-

subcortical circuits, that the ventral circuitry identifies goals, and the dorsal circuitry 

computes actions flexibly to obtain those goals.

Frontal circuitry is organized in cortical-basal ganglia-thalamo-cortical loops [17, 18]. If we 

consider only the cortical-striatal component of this circuitry, there is a topograpic 

organization, such that adjacent areas within prefrontal cortex project to adjacent areas 

within the striatum. There is considerable overlap in the terminal fields within the striatum 

of nearby prefrontal cortical areas [17, 19]. However, dorsal lateral prefrontal cortex (dlPFC) 

projects to the dorsal striatum (Fig. 1A, C), whereas ventral medial prefrontal cortex 

(vmPFC) projects to the ventral striatum (VS; Fig. 1B, C [18]). Therefore, widely separated 

prefrontal cortical areas have minimal overlap, and dlPFC and vmPFC have the most widely 

separated projections into the striatum [18, 19].

The segregated projections from cortex into the striatum continue through the pallidum and 

medial dorsal (MD) thalamus. The dlPFC projects to the dorsal striatum, which then projects 

to the globus pallidus internal segment (GPi); the GPi projects, in turn, to the lateral portion 

of the MD thalamus, which projects back to dlPFC (Fig. 1A, C). The vmPFC projects to the 

VS, which then projects to the ventral pallidum (VP [17, 20]); the VP projects, in turn, to the 

medial portion of the MD thalamus, which projects back to the vmPFC ([21] Fig. 1B, C).

This segregated circuitry reflects a broader large-scale organization of neural circuits within 

the primate brain. The dlPFC is strongly connected with area 7a in inferior parietal cortex 

(Fig. 1A). Area 7a also sends projections to the dorsal striatum and the lateral portion of the 

MD, that overlap with the dlPFC projections to the same structures [22] (Fig. 1A). The 

connected parietal-frontal circuit, therefore, has convergent projections to the striatum and 

thalamus. The vmPFC circuit has a parallel large-scale organization. The amygdala (and 

nearby medial temporal lobe cortex including entorhinal and perirhinal cortex [23]) projects 

to the vmPFC (Fig. 1B, Fig. 2; [24]) and also projects to the VS and the medial MD ([25, 

26]). The connected temporal-frontal circuit, therefore, also has convergent projections to 

the striatum and thalamus. Thus, dorsal (Fig. 1A) and ventral (Fig. 1B) networks span 

parietal-prefrontal and medial temporal-prefrontal cortex. Each cortical circuit has 

convergent striatal and thalamic targets that, however, differ between networks.
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There are interactions between the dorsal and ventral circuits, particularly within prefrontal 

cortex. However, connections tend to be stronger, even at the cortical level, within dorsal 

network nodes and within ventral network nodes, than between dorsal and ventral networks 

[27]. There are also cortical areas situated between dlPFC and vmPFC, including ventral 

lateral prefrontal cortex (vlPFC) and the anterior cingulate cortex (ACC; area 24). ACC and 

vlPFC have overlapping projections into the central striatum [18, 19]. Given that the ACC is 

anatomically connected to motor circuitry, and vlPFC is connected to sensory circuitry[28], 

the overlapping projections into the striatum may provide a site for linking actions and 

objects. More work will be necessary to understand this circuitry, however.

An important feature of the anatomical organization of the dorsal and ventral systems, and 

perhaps the most important feature from a functional perspective, is that the ventral systems, 

both the amygdala and vmPFC circuits, are connected strongly with the hypothalamus [6, 

29] (Fig. 1C, Fig. 2), whereas the dorsal system has minimal direct connections to the 

hypothalamus [29]. There are strong projections from vmPFC, as well as the VS and VP to 

the hypothalamus (Fig. 2). The CeN and the BNST also project to the hypothalamus [6]. The 

ventral system, therefore, is well poised to relay highly processed visual and other sensory 

information to the hypothalamus. The dorsal system, via the dorsal striatum, projects to the 

substantia nigra, which supports exploratory behavior. It has been proposed that this is a 

dorsal analog of the ventral circuit’s projection to the hypothalamus proper [30].

Given the role of the hypothalamus in need-specific drives and motivated behavior 

(discussed below), this suggests a dissociation of function between the dorsal and ventral 

networks. Stated broadly, the ventral system defines behavioral goals, and the dorsal system 

orchestrates behavior to achieve those goals [3, 14, 31]. More specifically, the ventral 

system, by virtue of inputs from expanded inferior temporal lobe visual areas in primates 

and connections to the hypothalamus, is specialized for identification of objects and 

nonobject signs and features in the environment, for example auditory cues, that can satisfy 

needs or drives. For example, the ventral system can represent the current value (or 

desirability) and availability of objects which deliver specific nutrients[32]. The dorsal 

system, by virtue of inputs from parietal cortical areas, is specialized for representing spatial 

metrics related to actions undertaken to acquire goal objects. These metrics include the 

relative number of objects and distances between them, their speeds, and temporal quantities 

of actions including duration[31, 33].

With respect to learning, the ventral system learns the motivational value of objects in the 

environment that can satisfy specific needs [2]. It does this by combining information about 

which needs are satisfied, represented in the hypothalamus [6], and the objects that have led 

to that satisfaction, represented by inferior temporal visual inputs relayed through the medial 

temporal lobe structures. There may be less learning in the dorsal system, as the metrics for 

actions are relatively immutable ([34] see Outstanding Questions). The dorsal system may, 

however, learn hierarchically organized behaviors and habits, i.e. how to orchestrate 

behavior to achieve goals [35].
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Drive-specific and motivational hypothalamic circuitry

The hypothalamus arguably supports all functions necessary for the survival of the 

individual and the species, although it does not, by itself, have the ability to learn novel ways 

to satisfy those needs. Animals with forebrain lesions rostral to, but not caudal to, the 

hypothalamus can maintain physiological homeostasis by ingesting food and water, and they 

also exhibit basic reproduction and defensive behaviors [30, 36]. Understanding the detailed 

circuitry of the hypothalamus has, however, been difficult because it is a complex structure 

composed of multiple nuclei buried deep in the brain. Further adding to the complexity of 

the hypothalamus is the cell-type and anatomical complexity within individual nuclei, many 

of which support multiple functions. Recent advances, using genetically identified cell types 

and circuit specific manipulations in mice, have led to a deeper understanding of the 

organization and function of circuit elements underlying multiple drive-specific homeostatic 

processes, including eating and drinking (Box 1). These studies in mice have shown that 

need-specific drive mechanisms can motivate behavior and support learning. Furthermore, 

the hypothalamus is conserved across the vertebrate lineage [15] and may have existed in a 

primordial form in the common ancestor to vertebrates and chordates [37]. Therefore, many 

of the findings in mice likely generalize to primates in which we have described the 

anatomical circuits, as well as other vertebrates.

Aside from the drive-specific hypothalamic systems (Box 1), the lateral hypothalamus (LH) 

may play a more general role in motivated behavior and reinforcement. Classical studies on 

the LH found that it supported intracranial self-stimulation and promoted feeding [9]. 

Modern studies have begun dissecting the specific circuit elements within the LH that 

support these behaviors. An optogenetics study in mice, for instance, has found that 

activation of GABAergic neurons in the LH (LHGABA) increased food consumption and 

optical self-stimulation behavior [12]. These neurons were also active when mice nose-

poked to obtain food reward, or consumed food reward [12]. A subsequent study examined 

specific projections from LHGABA neurons to the VTA [38], as the LH provides a large input 

to the VTA. This study found that LHGABA-VTA projections contributed to appetitive 

learning measured with both conditioned place preference and nose-pokes for optical 

activation of LHGABA terminals in the VTA. These effects were primarily mediated by 

LHGABA inputs to GABAergic interneurons within the VTA. The mechanism is thought to 

be through the LH inputs acting to disinhibit dopamine (DA) neurons, which leads to 

dopamine release in the VS. These results are consistent with the results from the earlier 

self-stimulation studies, which suggested that activation of the LH leads to feeding and is 

also rewarding. Other studies have found effects of activation of the LHGABA-VTA circuit 

that depend on the stimulation frequency. Feeding was most strongly supported by low 

frequency optical stimulation (5 Hz) whereas optical self-stimulation was most strongly 

supported by higher frequency stimulation (40 Hz)[10].

In contrast to the LHGABA neurons, glutamate neurons in the LH (LHGlut) can mediate 

aversive learning. Specifically, activation of LHGlut-VTA projections leads to a decrease in 

VTA dopamine release [38]. Subsequent experiments which carried out a more detailed 

examination of LHGlut-VTA effects on dopamine release in the VS found a circuit from the 

VTA to the medial VS shell that supported aversive learning [39]. Activation of LHGlut-VTA 
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preferentially leads to increased dopamine release in the medial shell, decreased dopamine 

release in other VS regions, and real-time place aversion. Furthermore, inactivating the 

LHGlut-VTA circuit led to decreased avoidance of a noxious odor. Additional studies have 

found that LHGlut neurons also project to the lateral habenula (LHb). Strengthening the 

LHGlut-LHb synaptic connectivity underlies components of avoidance learning [40] and 

activation of LHGlut-LHb neurons (but not GPiGlut-LHb neurons) also induces avoidance 

learning [41], and LHGlut neurons respond to, and come to predict, aversive events [42]. In 

addition, inhibiting the LHGlut-LHb circuit impairs aversive learning [43]. Given the indirect 

connections of the LHb and VTA via the rostral-medialtegmental nucleus[44], the LHGlut-

LHb circuit provides another route by which aversive information can reach DA neurons. In 

summary, these studies suggest that the LHGABA-VTA circuit can support appetitive 

learning by disinhibiting VTA GABAergic local circuit neurons, and therefore disinhibiting 

DA neurons. The LHGlut neurons, by contrast, support aversive learning by projecting to a 

specific sub-population of VTA neurons that projects to the medial shell of the VS, as well 

as projections to the LHb. This circuitry can likely support need-specific learning as well, 

but to our knowledge, this has not yet been studied.

Role of internal state in adaptive behavior and learning - motivation and 

devaluation

The hypothalamus can support drive-specific motivated behavior which can drive learning, 

but the hypothalamus and the associated ventral circuitry also contribute more broadly to 

adaptive behavior. Implicit in studies of learning is the fact that animals learn because they 

are motivated, usually by hunger or thirst in laboratory settings, and the experiments are 

designed so the subjects can learn to satisfy those drives. After animals have consumed 

substantial food or water, they no longer carry out tasks. Anecdotally, anyone who has ever 

studied behavior in the laboratory knows this to be true; animals need to be motivated to 

perform tasks. In one example, in experiments in which a simple motor response led to 

rewards of different sizes or at different delays, with reward size and delay explicitly 

indicated by a visual cue at the start of the trial, monkeys aborted trials in which smaller 

rewards or longer delays were offered. These effects, however, depended on the level of 

satiation [45, 46]. When animals were more satiated, later in the session, they aborted 

significantly more trials than they did early in the session. Therefore, the relevant behavioral 

state for these animals included not only the available choice options, but also a 

representation of the monkey’s current needs or drives. These motivational processes were 

disrupted by lesions that disrupted the direct interaction between the orbitofrontal cortex and 

the perirhinal and entorhinal cortex [46]. This supports a role for the perirhinal and 

entorhinal areas in relaying visual cue information, which in these experiments defines 

reward size and delay, to the broader ventral circuitry.

Both the insular cortex and the amygdala play important roles in interfacing between 

hypothalamic drive signals, internal states and external (environmental) stimuli. Neurons in 

the insular cortex of rodents encode levels of thirst and hunger in largely nonoverlapping 

populations of neurons. Thus, insular cortex neurons represent the physiological state of an 

animal, at least with respect to hunger or thirst [47]. Related work has shown that cues that 
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predict food delivery in behavioral tasks activate insular cortex neurons when animals are 

deprived, but not when they are satiated [48]. In these studies, mice were trained to lick 

following presentation of a cue which predicted food delivery and to withhold licking in 

response to a different cue which predicted aversive quinine delivery. Neurons in insular 

cortex responded more to presentation of the cue when the animals were deprived than 

satiated. Notably, visual predictive cues and subsequent consumption of a small amount of 

water or food in thirsty or hungry mice shifted the activity patterns in insular cortex to the 

pattern observed during the future satiated state, regardless of the current level of food or 

water deficit. Thus, in response to environmental cues, insular cortex neuronal activity 

anticipates, or predicts, future internal states. Additionally, neurons in insular cortex 

responded to the cue in satiated animals following activation of ArcAgRP neurons, activation 

of which drives feeding behavior (Box 1). The authors found a multi-synaptic circuit from 

ArcAgRP to PVT to the BLA and finally to insular cortex that mediated these effects, as well 

as related effects driven by thirst [47]. Future studies should aim to identify analogous 

circuitry in human and nonhuman primates.

The amygdala interacts with the hypothalamus to mediate the influence of learned cues on 

behavior. Although these mechanisms normally aid animals in maintaining homeostasis—by 

directing them to cues that reliably predict reduction of drives—they can also operate in a 

counterintuitive manner. The amygdala can serve to increase eating in satiated rats and to 

stop eating in hungry rats [49]. For example, when animals are in the presence of cues that 

predict food, interaction of the basolateral amygdala with the lateral hypothalamus overrides 

satiety and promotes eating [50], consistent with insensitive salience[14].

The ventral circuits also influence choice preference in hungry animals. One fruitful avenue 

of research to examine this employs the devaluation task. In the version of the task typically 

used with monkeys, food value is manipulated using a selective satiation procedure intended 

to devalue the food, and the effect of that manipulation is measured as a shift in both food 

preference and object choices. Monkeys are first trained to associate objects with specific 

foods. Some objects are associated with one type of food (for example peanuts) and other 

objects associated with a different food (for example chocolate chips). In a series of probe 

tests, monkeys are—for the first time—offered a choice between two rewarded objects: a 

peanut-associated object and a chocolate-chip associated object. There is no wrong answer 

because each of the objects overlies the food with which it was paired in the training phase. 

The probe tests measure the monkey’s choices in three conditions tested on separate days: 

baseline choices, choices of objects after being fed to satiety on one food (for example 

peanuts), and choices after being fed to satiety on the other food (for example chocolate 

chips) [51]. After being satiated on one of the two foods, intact monkeys show a preference 

for the objects overlying the nonsatiated food, which is instantiated as a shift in choices of 

objects, termed the devaluation effect. Lesions of the amygdala[52], orbitofrontal cortex[53], 

ventral striatum [54], or the medial MD thalamus[55] lead to a loss of devaluation effects. 

Animals with lesions to these structures and unoperated controls alike show a strong 

preference for the nonsatiated food when given either consumption tests or two-alternative 

forced-choices between the satiated and nonsatiataed foods. Animals in the lesion groups, 

however, no longer show a preference for the objects that predict foods that they have not 

recently eaten, relative to those that they have. Thus, lesions across multiple nodes of the 
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ventral network disrupt devaluation effects. Importantly, the same lesions do not disrupt 

visual sensory processing, willingness to work for foods, or general satiety mechanisms. 

Thus the lesions selectively disrupt the ability of animals to link objects with the sensory 

properties, including the current value, of the foods they predict. Motivation drives learning 

and we learn to make choices that satisfy specific needs. The devaluation studies point to a 

role for the amygdala and orbitofrontal cortex, together with other regions, in linking 

environmental cues with specific foods, thereby linking the need-specific drives of the 

hypothalamus with the frontal cortex areas that select goals for action.

Devaluation and related behaviors show that motivation and preference are adapted in 

response to changes in needs. The same circuitry, however, motivates animals to learn to 

satisfy needs. Learning systems in the brain operate to increase positive reinforcement and 

decrease negative reinforcement. Reinforcement learning (RL; Box 2) provides a theoretical 

framework for understanding links between drives, largely signaled by the hypothalamus 

(Box 1), and learning systems, which acquire and store knowledge of which objects and 

actions can satisfy drives. How do the component processes of RL, including states, st, state 

values, V(st), and action values, Q(st,at),map ontoneuralcircuitry (Figs. 1 and 2)? States are 

fundamental to RL,because they are the informationon which choices (policies) and learning 

are based [56]. Therefore, it is important to understand how and where states are represented 

in the brain. Motivated behavior depends on both internal needs and the availability of 

relevant external objects[5,14,50]. It is clear from classic and more recent work that activity 

within the specific drive systems in the hypothalamus (Box 1) can motivate behavior and 

support learning by representing need-specific internal states, sinternal[57]. Information about 

objects in the external environment, sexternal, are relayed to the ventral circuitry (Fig. 1B, 

Fig. 2) by the amygdala, entorhinal and perirhinal cortex[58–60]. These cortical nodes 

define the entry points for visual information into the ventral circuitry, along with the 

hippocampal region (Box 3). Therefore, specification of the full state, st, necessary for 

motivation and learning has to take place across nodes with in the ventral circuitry, with 

sinternal being relayed from the hypothalamus and brainstem, and sexternal, mostly visual 

information in primates, entering via the medial temporal lobe cortical nodes.

In addition to states, the values of states, V(st), and the values of actions available in those 

states, Q(st,at),have to be learned and represented. State value learning (Box 2) is carried out 

in the ventral circuitry[58, 60–62]. Physiological recordings across nodes in the ventral 

circuitry have shown that neurons in this pathway code information about objects,the 

associated values of those objects, and relevant internal states [58,60,63,64]. Therefore, they 

code both internal and external states, st, and state values V(st). The ventral circuitry, 

however, has minimal information about specific actions [58,63]. Action values, Q(st,at), are 

encoded in the dorsal circuitry, including the dorsal striatum [35, 65]. More broadly, neurons 

in the dorsal circuit encode information about the actions necessary to acquire goal 

objects[66–68]. Although these studies on the dorsal circuitry appear to support a role for 

the dorsal circuitry in learning and representing action values,they are based on a behaviorist 

S-R conception of action value,where at refers to a specificaction, e.g. saccade left or press 

the left lever. This follows from the operant paradigms often used in laboratory experiments. 

These experiments constrain goals and therefore reinforcement to specificactions. It remains 
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unclear, then, whether action values or goal states are being encoded in dorsal circuitry, 

because the goals are confounded with the action themselves (see Outstanding Questions).

Although action values, Q(st,at), are fundamental to theoretical accounts of RL, they may be 

less relevant than state values, V(st), in biology. We would argue that given the limited 

connectivity of the dorsal circuit with the hypothalamus, it is unlikely that the dorsal circuit, 

and therefore action values represented in the dorsal circuit, motivate behavior or define the 

goals of motivated behavior (see Outstanding Questions). (Although, it should be noted, 

habitual action sequences are important, and these could be represented by action value 

learning in dorsal circuitry[35].) In state value learning, the values of specific actions or 

action sequences are not learned. Rather, state values that specify goals relevant to specific 

needs are learned. Goals are future target states, st+k,(where t+k indicates a future time) in 

which an immediate reward, r(st,at), is received. After goal objects are identified in the 

ventral circuitry, the dorsal circuitry calculates relevant actions, on the fly, to obtain the goal 

state [14]. For example, in predator-prey interactions, the goals are clear, and the actions are 

computed flexibly, moment-to-moment, to achieve those goals. Consistent with this, dorsal 

circuit neurons encode not only actions, but also goal objects and their values [66, 68]. 

However, the values of goal objects are likely inherited from the ventral circuit [62, 69, 70]. 

Intermediate areas, like vlPFC or the ACC may play a particularly important role in 

translating state values into relevant actions [71]. Given that bilateral lesions of vlPFC fail to 

disrupt performance on devaluation tasks, however, the vlPFC cannot be considered an 

obligatory route for converting goals into the relevant actions[52, 72].

Concluding Remarks

In this review we have proposed a behavioral, anatomical and computational framework for 

conceptualizing adaptive, motivated behavior. We have suggested that motivated behavior 

follows from physiological needs, or predicted future needs (which are at least partially 

mediated by circadian processes[57]). Satisfaction or predicted satisfaction of these needs is 

reinforcing, and learning systems adapt behavior to increase positive reinforcement and 

decrease negative reinforcement, which maximizes need satisfaction. We further propose 

that cortical and subcortical neural systems, at least in primates, are organized into two 

large-scale networks that underlie these processes. The dorsal network is specialized for 

representing spatial metrics to achieve goals, including relative distances, speed, number, 

and duration; and computing appropriate actions flexibly based on those metrics. The ventral 

network, via its interaction with the hypothalamus, mediates learning about state values, 

which identify objects, as well as signs and features in the environment that can satisfy 

current or future needs. Furthermore, subjects associate objects in the environment with 

satisfaction of specific drives, and those links are formed through learning. Subjects learn 

about what the objects in the environment can do to or for them. Learning, therefore, is more 

sophisticated than the approach avoid dichotomy. Need-specific associations are currently 

poorly understood, beyond the coarse classification of motivation into positive and negative 

reinforcement. Need-specific learning has also not been typically incorporated into RL 

theory applied in biology (see Outstanding Questions), although the RL framework can 

readily capture these effects (Box 2). Finally, we have described the dorsal and ventral 

networks and outlined their role in satisfying immediate drives. Further empiral work will be 
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necessary to understand the interaction between these networks and the frontal pole (area 

10) and anterior prefrontal networks that mediate abstract planning and motivated pursuit of 

long-term goals [73–75].
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Box 1:

Need-specific hypothalamic circuitry

Recently, there have been substantial advances in understanding the hypothalamic 

circuitry underlying hunger and thirst (reviewed in detail elsewhere [76, 77]), based on 

studies in mice. Neurons important for feeding include agouti-related protein (AgRP) and 

pro-opiomelanocortin (POMC) expressing neurons in the arcuate nucleus of the 

hypothalamus (Arc). The ArcAgRP and ArcPOMC neurons project to the paraventricular 

nucleus of the hypothalamus (PVH). The PVH neurons then project to the lateral 

parabrachial nucleus, which is also an important node in feeding. The ArcAgRP neurons 

also project to the PVT, BNST and lateral hypothalamus (LH) and optogenetic activation 

of terminals from ArcAgRP neurons in any of these structures drives feeding [78, 79]. 

Although activation of ArcAgRP neurons leads to feeding, the activity of these neurons 

does not directly reflect homeostatic state. When mice are food restricted, ArcAgRP 

neurons increase activity. However, the activity of ArcAgRP neurons drops as soon as the 

animals are shown a chow pellet, before consumption [80]. They also transiently decrease 

activity when mice are presented with a visual cue that predicts delivery of a pellet [48]. 

Therefore, even at the level of the hypothalamus, the circuitry may have more to do with 

prediction of future states than reflection of current homeostatic needs [47].

In parallel with the feeding circuit, a neural circuit composed of the sub-fornical organ 

(SFO), the organum vasculosum of the lamina terminalis (OVLT) and the median 

preoptic nucleus (MnPO) is important for driving thirst. Both the SFO and the OVLT 

have neurons which detect changes in blood osmolality and the SFO also detects changes 

in angiotensin II. These neurons send excitatory projections to the MnPO, which then 

sends excitatory projections to the hypothalamus (PVH, LH and PVT) that drive thirst 

[81].

The circuitry controlling feeding and thirst can motivate animals to work. Animals will 

work for access to food following activation of ArcAgRP neurons [82], and they will work 

for water following activation of SFO or thirst-related MnPO neurons [81]. Experiments 

have also shown that activating ArcAgRP or thirst related MnPO neurons is aversive, and 

inactivation of these neurons can be reinforcing. Specifically, animals show conditioned 

place aversion to activation of ArcAgRP neurons [80]. Interestingly, however, in the 

presence of food, animals will lever-press for activation of ArcAgRP neurons [78]. In 

these experiments the animals engaged in lever-pressing followed by active feeding. 

Therefore, activation of ArcAgRP neurons appears to be aversive in the absence of food 

and reinforcing when animals can activate the neurons and then feed. Activation of 

SFONOS1 or identified thirst-related MnPO neurons also led to conditioned place 

aversion [80, 81]. Furthermore, animals learned to press a lever to turn off stimulation of 

SFO, OVLT or MnPO thirst-related neurons [83]. These neurons can, therefore, support 

need-specific drives, and they may do so by generating an aversive state.

These experiments support the drive-reduction hypothesis, which suggests that 

motivation follows from the need to reduce homeostatic drives [4, 84]. However, other 

work, using intragastric delivery of nutrition or fluid, has shown that motivation is related 
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to drive reduction in complex ways. When animals are provided with food or water 

intragastrically, they will continue to drink or eat [85–87]. Related to this, recent work 

has shown that orally delivered water leads to dopamine release in the striatum, whereas 

intragastric water delivery does not [88]. Both forms of delivery, however, lead to a 

decrease in activity of thirst related SFO neurons, although intragastric delivery 

decreased activity of SFO neurons more slowly. Therefore, oral-pharyngeal signaling is 

an important component of dopamine release, which likely is reinforcing, and drive 

reduction may depend on multiple factors including immediate sensory signaling through 

cranial nerves, relayed through brainstem nuclei (i.e. the nucleus of the solitary tract) and 

central measurement of homeostatic state. Despite these important caveats to the drive-

reduction hypothesis, however, it is clear that activity in need-specific hypothalamic 

networks underlies motivation to eat or drink, and that this motivation follows from an 

aversive state.
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Box 2:

Reinforcement learning

In reinforcement learning, the goal is to learn a policy, π (St), that maps states, St, into 

actions, at = π(st). The optimal policy maximizes the sum of future (discounted) rewards, 

Vπ(st) = ∑t = 0:∞γtrt(st, at). (Note that a punishment can be coded as a negative reward.) 

The value of the current state under policy π is Vπ(St), and under the optimal policy this 

is the maximum reward that can be achieved over the relevant time horizon. State value 

can also be written as V (st) = maxat ∈ Ast{Q(st, at)}. The variable Q(st,at) is the action 

value, or the value of each action in the current state, and the set Ast includes all actions 

available in the current state. Action values can also be written as rewards and averages 

of next state values, Q(st, at) = r(st, at) + γ∑j ∈ st + 1 p(j |st, at)V t + 1(j).

The policy, which is learned by RL, selects actions which maximize immediate and 

future rewards and minimize punishments. This incorporates the fact that making a 

decision that leads to a reward now may lead to punishments later. The discount factor, γ 
< 1, mediates the trade-off between current and future rewards and punishments. The 

optimal policy follows simply from having learned the values of actions available in each 

state, Q(st, at), because once these are learned, the policy chooses the action with the 

highest value in each state, i.e. at = π(st) = argmaxat ∈ AstQ(st, at). In other words, if I have 

accurately learned action values, Q(st, at), I should pick the best action available in the 

current state. This also implies that the state defines all information necessary to select an 

action to maximize reward. Correspondingly, the state must contain all information 

necessary to act optimally. For biological agents, the state must contain internal variables 

(i.e. physiological variables like thirst or hunger that define current or future needs) and 

external variables (i.e. the environment - e.g. is food or water available), st = {Sinternal, 
sexternal}. Rewards, rt(st,at) also depend on the state, which reflects the fact that outcomes 

are rewarding only if they satisfy a current need, and the level of reward may reflect 

strongly the current internal state. When one is thirsty, a glass of water is much more 

rewarding than food. Because state contains information about both internal and external 

stimuli, it can map objects in the environment to the needs they satisfy. Thus, V(st = 
{thirst, water available}) > V(st = [thirst, food available}). However, reducing this to a 

scalar comparison hides the important fact that the critical element is knowing that a 

glass of water satisfies thirst, and a veggie burger satisfies hunger. This knowledge 

develops with experience and learning. Thus, the RL framework can be used to capture 

this information, but it should be done with the understanding of what is being learned.

The actor-critic model

The actor-critic framework is a specific implementation of RL theory. It provides an 

alternative interpretation, although not orthogonal to ours, of the dorsal and ventral 

circuits within the striatum [89, 90]. In neural implementations of the actor-critic 

framework, the critic represents state values in the VS and computes state value 

prediction errors in the dopamine neurons. The actor learns and implements the policy 

which resides in the DS [91]. State value and action value updates are driven by the 
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prediction errors computed by the critic. Aspects of this model are supported by data 

[91]. However, action value learning can take place in the absence of the VS [69], and 

thus the VS is not critical for the computation of prediction errors when learning action 

values. There are, however, several consistencies between the actor-critic model and the 

framework we are putting forward. Specifically we suggest that the VS, as part of the 

ventral circuitry, can represent state-values and the DS can represent action values. 

However, we suggest that: 1) a broader neural circuitry is involved in state-value 

representation; 2) the role of the hypothalamus is critical to computing state values, 

which are dependent on internal states and objects in the environment; and 3) action 

value learning, as it is often studied in the laboratory, does not play a prominent role in 

ethological behavior. It is possible that the dorsal circuitry, including the DS, may play a 

role in hierarchical reinforcement learning (see Outstanding Questions) [1, 92, 93].
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Box 3:

The hippocampus and associated medial temporal lobe structures

The hippocampus, from an anatomical point of view, is an interesting structure because it 

links the dorsal and ventral networks. In primates, parietal area 7a in the dorsal network 

(Fig. 1A) projects to the parahippocampal gyrus as well as retrosplenial cortex, both of 

which project to the hippocampus [94]. Retrospenial cortex also projects to dorsal area 

46. In addition, inferior temporal visual areas project to both entorhinal and perirhinal 

cortex which in turn project to the hippocampus. The hippocampus (including the 

subiculum in the designation hippocampus) then projects to vmPFC [95] and the ventral 

striatum [25], which brings it into the ventral, hypothalamic circuitry. The hippocampus 

also gets inputs, via the anterior thalamic nuclei, from the mamillary bodies in the 

hypothalamus [6]. So, the hippocampus receives spatial inputs from the dorsal system, as 

well as object-related visual inputs from the inferior temporal lobe, but its outputs 

interface with the ventral circuitry.

The hippocampus is often thought to be critical for episodic memory, although recent 

data suggests this simple interpretation may be incomplete [3, 96]. Given that the 

hippocampus and associated temporal lobe structures have a role in episodic memory, it 

has been suggested that these structures are important for learning state or action values 

in complex state spaces [97], in which one will visit each individual state only a few 

times. RL normally learns by repeatedly experiencing outcomes in each state. If the state 

space is large, rewards are delayed in time, and one only visits each state a few times, it 

will not be possible to learn effectively via the normal RL mechanisms. In this case, 

episodic memory can capture the details of important single events, and this memory can 

be used to make choices in the future.
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Outstanding Questions

• Models of reinforcement learning often suggest that the dorsal striatum is 

important for learning action values. This is based on studies that use 

stereotyped laboratory actions that rarely lead to rewards in real life. Does the 

dorsal circuitry play a similar role in ethologically realistic conditions, or does 

the dorsal circuitry calculate actions on the fly to acquire goal-objects?

• Is learning in the dorsal system specialized for learning the hierarchical 

organization of action sequences (i.e. hierarchical reinforcement learning) that 

can be flexibly deployed to achieve goals?

• Neurophysiology studies that have recorded across connected nodes in the 

dorsal or ventral circuit often find similar responses. What distinguishes the 

contributions of the cortical, basal ganglia and thalamic nodes, all of which 

are defined by different microcircuit architectures? Is the synaptic or cellular 

plasticity that supports reinforcement learning present across all nodes, or is it 

predominantly restricted to specific nodes in each circuit (e.g. the striatum 

which is often assumed or the amygdala)?

• During reinforcement learning in the wild, is the neural plasticity that 

mediates learning equally distributed between the dorsal and ventral circuits? 

Or, is the plasticity primarily in the ventral circuit and therefore state-value 

learning?

• The basal ganglia are often thought to carry out action selection. However, 

neurophysiology studies usually find that the cortex discriminates actions 

before the basal ganglia. Does the basal ganglia do action selection? 

Similarly, does the basal ganglia select among competing motivations, or is 

this carried out in, for example, the lateral hypothalamus?

• Most learning studies focus on approach/avoid behaviors. However, subjects 

often learn need-specific values of goal objects. How are these need-specific 

values assigned to goal objects? For instance, how do we learn that a glass of 

water satisfies thirst and a veggie burger satisfies hunger?

• How are abstract goals, which can be far removed from immediate biological 

necessity, represented and learned?
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Highlights

• We propose that the neural circuitry that underlies goal-directed behavior in 

primates is organized into two large-scale, cortical-subcortical neural systems, 

which we refer to as the dorsal and ventral circuits.

• The ventral circuit, due to substantial visual input from the medial temporal 

cortex and connectivity with the hypothalamus, learns about and identifies 

need-specific goal objects in the environment.

• The dorsal circuit, due to substantial parietal cortex input, represents spatial 

metrics relevant to actions. The dorsal circuit uses these representations to 

generate actions on the fly to obtain goal objects.

• Reinforcement learning provides a framework for modeling these separate 

functions of the dorsal and ventral circuits. The ventral circuit represents 

states (internal and external) and state values, and the dorsal circuit computes 

actions on the fly to obtain goal states, which have been identified by the 

ventral circuit.
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Fig. 1. 
Dorsal and ventral circuits in the primate brain for goal-directed behavior. A. Overview of 

the proposed dorsal circuit, displayed on schematics of the macaque brain (lateral view, top 

right), medial dorsal thalamus (top left), striatum (middle) and globus pallidus (bottom left). 

Dorsal circuit connecting inferior parietal cortex (area 7a) with dorsal lateral prefrontal 

cortex (dlPFC, area 46). The cortical circuits have overlapping projections in the dorsal 

striatum and lateral portion of the medial dorsal thalamus (MDl). The striatal circuit also 

connects through the globus pallidus internal segment (GPi). B. Overview of the proposal 
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ventral circuit (as in A, only with a ventral view of the brain in top right). The ventral circuit 

(red lines) connects the basolateral amygdala (BLA) and adjacent medial temporal lobe 

cortex including entorhinal (EC) and perirhinal (PrC) cortex to the ventral medial prefrontal 

cortex (vmPFC). The vmPFC and BLA/EC/PrC have convergent projections in the ventral 

striatum (VS) and medial MD thalamus. The VS connects through the ventral-pallidum (VP) 

back to the medial portion of the medial dorsal thalamic nucleus (MDm). The ventral circuit 

is generally consistent with the classical definition of the limbic system. However, 

considering the parallel organization of ventral and dorsal circuits may help understand their 

function. C. Schematic illustration of the dorsal, ventral and amygdala circuits. Many 

connections are not shown, for clarity. Note the substantial anatomical connectivity between 

the amygdala and the ventral circuitry. The ventral circuitry has substantial projections to the 

hypothalamus (Hypo), whereas the dorsal circuit has minimal connections to the 

hypothalamus. While the amygdala projects to the ventral circuit, it also has a parallel 

cortical-basal ganglia-thalamo-cortical architecture [30]. In this conception, the basolateral 

amygdala (BLA) is the (allo)cortical node. The BLA projects to the central nucleus (CeN) of 

the amygdala, which is part of the striatum. The CeN then projects to the bed nucleus of the 

stria terminalis (BNST; equivalent to the VP). The BNST projects to the paraventricular 

thalamus (PVT), which projects back to the amygdala, closing the loop [98]. There is also a 

hippocampal circuit, that largely parallels the amygdala circuit, which we have not shown 

for simplicity (see Box 3 for some comments on the hippocampus). This circuit projects 

through the lateral septum (LS) and medial septum, back through the reuniens (Re) nucleus 

of the thalamus.
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Fig. 2. 
Connectivity of ventral circuits with the hypothalamus. Colored lines match colors of each 

circuit from Fig. 1C. The vmPFC, BNST, VP and VS all send inputs to the hypothalamus. 

LH: lateral hypothalamus. Arc: arcuate nucleus of the hypothalamus. NTS: nucleus of the 

solitary tract; PB: parabrachial nucleus; see figure 1 for additional abbreviations. Note that 

we are illustrating connections from the surface of the medial temporal lobe. The basolateral 

amygdala, EC and PrC have similar connections.
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